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1 In tro duction

Electron microscope techniques provide very powerful tools to investigate
nanometerscaledstructures in solids,especially by using high resolution elec-
tron microscopy (HREM) and conventional transmissionelectron microscopy
(TEM). The present overviewdescribesthe possibilitiesof investigating quan-
tum dot (QD) structures by TEM and HREM, discussingadvantages and
disadvantages,presuppositions needed,limitations, and the problemsof con-
trast analysisand interpretation in comparisonwith other structure analyzing
methods.

1.1 Quan tum dots: structural prop erties

Quantum dots (QDs) are nanometer scaledregionsof suitable material em-
bedded in semiconductor or other matrices. The possibilities of arranging
such QDs into complex arrays implies many opportunities for scienti�c inves-
tigations and technological application. There was a breakthrough, when it
becamepossibleto createhigh-density arrays of QDs by the epitaxial growth
of lattice mismatched heterostructures (Stranski-Krastanow growth mode),
such asvertically stacked InAs islandson a GaAs substrate. Concerningtheir
technological application, QD structures are most attractiv e for active aswell
aspassive optoelectronic devices(e.g., vertical cavit y surfaceemitting lasers,
VCSEL). However, dependingon the growth techniquesapplied (mainly MBE
and MOCVD), the islandsdi�er in size,shape, chemical composition and lat-
tice strain. Nanometer scaledcon�nement of electrons in quantum well and
quantum dot structures in
uences and determines the optoelectronic device
properties in an essential way. Especially shape, sizeand strain �eld of single
QDs as well as the quality, density, and homogeneity of equisizedand equi-
shaped dot arrangements are important features of QDs which control the
optical properties, the emissionand absorption of light, the lasing e�ciency ,
and other optoelectronic device properties [1,2]. Whether the QDs may be
useful for future applications, for instance, as controlled-NOT for Qbits in
quantum computing [3], dependsalso strongly on the structural properties.
Since the �rst demonstration of photopumping [4] and injection lasing [5],
the large number of QD investigations have given a certain insight into the
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requirements for the structural properties to obtain a su�cien tly sharp dis-
tribution of the electron density and strong con�nement of wavefunctions
(cf. [1{10] and the contributions in this volume). A critical minimum QD
size is required to con�ne at least one electron/exciton in the dot. A critical
maximum QD size is related to the critical separation of the energy levels
for thermally induced decoupling. Uniformit y of the QD size is necessaryto
ensurecoupling of states between QDs. The localization of states and their
stabilit y depend further on composition and strain of the QDs. This is also
important for the self-organizedformation and lateral arrangement, vertical
stacking on top or betweenburied dots, or preordering by surfacestructuring
of QDs as,e.g., due to stepsor mono-layer growth along vicinal surfaces(cf.,
e.g. [9,11,12]). Finally, an extension of the emission range towards longer
wavelength needsbetter understanding and handling of controlled growth
via lattice mismatched hetero-structures or self-assembling phenomena(see,
e.g., [13]). As dealedwith in the following the TEM techniquesprovide suit-
able tools to control the important QD parametersdiscussedhere.

1.2 Quan tum dots: structural in vestigations

A wide variety of imaging methods (scanning tunneling microscopy STM,
atomic force microscopy AFM, scanning transmission electron microscopy
STEM, energy �ltered electron microscopy EFTEM, etc.) are usedto inves-
tigate the growth, the self-assembling, and the physical properties of quan-
tum dots. Among these the cross-sectionHREM and the plan-view TEM
imaging techniques are suitable methods to characterize directly the shape,
the size, and the strain �eld of nanometer scaledstructures and related de-
fects, especially using electron di�raction contrast imaging (DC) with bright
�eld (BF) and dark �eld (DF) modes. Electron microscope imaging is the
only direct method of structure investigation with a su�cien t resolution for
capped QDs without destroying the buried dots. Such a phenomenological
TEM analysis may directly con�rm whether dots have formed in the strain
�eld of buried dots, the dot height may be proportional to the deposited
material, QD dispersion varies with stacking number or is bimodal, strains
variies with dot layer spacing,and QD composition is smooth or inhomoge-
neous,etc. (cf., e.g., applications in the systemsGeSi [14{16], GeSiC [17],
AlGaAs [18,19], InGaAs [20{23], SiInGaAs [24], InAsP [25], CdZnSe [26{
28], InGaN [29,30],GaInP [31], SiSiO2 [32{34] and the examplesshown in
section 3). Due to the practical problems of in-situ investigations and the
di�culties in preparing suitable transparent HREM and TEM samples,the
growth processitself can only be directly investigated if special UHV growth
conditions are realized [35,36]. STM etc. (besidesXSTM, the crosssection
variant of STM, cf. sect.3.1) cannot accessburied dots, but TEM aloneis not
sensitive enoughfor a composition analysis.Therefore a number of attempts
have been made to determine, e.g., composition and strain by more direct
quantitativ e HREM techniquesbasedmostly on Fourier �ltering of imagesor
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lattice fringe distortion analysis (cf. the discussionin section 2.4). However,
only a combination of all above mentioned methods with X-ray and electron
di�raction methods (e.g., the convergent beam electron di�raction, CBED)
as well as optical spectroscopy (photoluminiscencePL, cathodoluminiscence
CL, Ramann spectroscopy, etc., cf. contributions of this volume) enable a
complete structure analysis.

The HREM and TEM techniques have the di�cult y of understanding
the image features phenomenologically and quantitativ ely in terms of the
investigated structures. Especially the separation between strain and shape
related contrast features is di�cult. Therefore the application of theoreti-
cal contrast modeling and image matching is unavoidable to determine the
experimentally non-recoverable data and to get a unique structure analysis.
Sections2.2 and 2.3 are dealing with the simulation techniques in TEM and
HREM, respectively, to provide a basis for the interpretation of the exper-
imental results given in section 3. However, the simulation of HREM and
TEM imagesof nanometer scaledobjects demandsa structure modeling on
an atomic scalevalid for microscopic relevant dimensions.Therefore in sec-
tion 2.1 a short description of the modeling of QD structures is given, using
molecular dynamics (MD) and molecular statics calculations, to get models
for the imagesimulations. The subsequent simulation of HREM imagesbased
on such modelsyields a strong modi�cation of the electron microscope image
contrast revealing the strain �eld around the QDs. The main di�erences in
the image contrast between relaxed and unrelaxed QDs (cf. one of the �rst
papers using molecular static energy minimization with many-body cluster
potentials for the modeling and imagesimulation of pyramidal shapedQDs in
the InGaAs-system[7]) are a virtual truncation of the QD shapesand strain
inducedblack-white lobesin cross-sectionalHREM images,which may be the
reasonthat mostly rounded dots occur in cross-sectionalimages.For techni-
cal reasons,in [7] it was impossibleto calculate the plan-view images,too.
But the di�raction contrast wassimulated for the cross-sectionalorientation,
allowing oneto discussthe depth dependencyof the contrast of the pyramids
and the possibilities and limitations of the sizeand shape analyses,bestow-
ing great caution on interpreting the images.Not re
ecting theseresults, in
di�eren t papers [8,37{46] the samecaution is demandedand the necessity is
demonstrated of suitable model and image simulations. Thus, in the follow-
ing, MD simulations and static relaxations mainly of InGaAs QDs in a GaAs
matrix are discussedto gain a better understanding of the structural mod-
i�cations due to relaxation and of the resulting TEM and HREM contrast
modi�cations. The present overview is basedon the experimental investiga-
tions described in detail in [4,5,47{55],selectedresults of TEM investigations
are given in sections3.1-3.3.
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2 TEM investigations of quan tum dots (QDs)

TEM/HREM image interpretation requires a theoretical structure modeling
and the subsequent simulation of image contrast in order to understand the
obtained features and to provide contrast rules. The present section sum-
marizes the relevant techniques. Therefore in the following section 2.1 the
basis of MD modeling is sketched to provide the application of image simu-
lation and analysis presented in sections2.2 (TEM-DC), 2.3 (HREM), and
2.4 (Quantitativ e HREM).

2.1 Empirical molecular dynamics structure sim ulations of QDs

To provide structural models on an atomic level with macroscopicrelevance
the methods of empirical molecuar dynamics (MD) are applied. While, in
principle, it is now possibleto predict material properties by using quantum-
theoretical ab initio calculations with a minimum of free parameters,MD is
the only method for simulating time-dependent atomic processeswith suf-
�cien t particle numbers. Modeling electronic properties by, e.g., 8-band k :p
theory gives good results if the e�ectiv e mass or continuum description is
su�cien t. If continuum modelsof the structures are available oneyields, e.g.,
the wave function and band structure of QDs sensitively depending on the
strain distribution [2,6] and PL spectra as a function of strain and tempera-
ture [56{58]. For multi-band coupling and if the atomic structure is relevant
(as, e.g., for the TEM and HREM investigations) one should better use ab
initio methods, which, however, are restricted in the number of atoms too
small for real QDs, even using special order-N pseudopotential methods and
evaluating energy levels solely near the band gap [59].

The method of empirical molecular dynamics solvesNewton's equations
of motion for a molecular system using suitably �tted many-body empiri-
cal potentials. Such simulations enablea large number of particles (105 � 107

on workstations) and su�cien t relaxation times (10-1000ps)to be considered.
Evaluating the resulting tra jectoriesfor all particles yield the dynamical prop-
erties of the system, the relaxed con�gurations provide structural models for
the simulation of TEM imagesand other static properties. The calculations
are performed with a �fth-order predictor-corrector algorithm using a con-
stant volume (NVE ensemble) or a constant pressure(NpT ensemble) and
time stepsof the order of 0.25 fs to ensurethe proper calculation of all pos-
sible modes. NVE is preferred for free surfacesor simulations to calculate
di�usion constants, whereasNpT enablesthe relaxation of the cell dimen-
sions and the application of an outer pressure,which is important for, e.g.,
the reordering processat interfaces.For controlling the system temperature
either all particle velocities are slightly rescaledat each time step, or solely
the outer layers of the model, which enablesthe control of energy dissipa-
tion into a macroscopicenvironment. Alternativ ely to MD for structures near
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the equilibrium, static energy minimization may be performed using steep-
est descent or conjugate gradient methods to relax structures towards oneof
the nearest local energy minima. In general, not revealing the global mini-
mum and thus insu�cien t to describe reordering of the structures and their
stabilit y, the relaxed structures are suitable for TEM image calculations.

The interatomic forcesin covalent solidscan only su�cien tly be described
if the in
uence of the local environment according to the electronic structure
is included. Simple pair potentials and potentials of the valence force �eld
or related types as, e.g., the Keating (K) potential [60], are restricted in
their validit y to small deviations from the equilibrium. Especially for strain
analysis in small dots its applicabilit y may be questionable [61]. However,
empirical potentials have beendeveloped, which allow the calculation of the
many-body interaction su�cien tly well. Such potentials are mostly of the
Stillinger-Weber (SW), the embedded atom approximation (EAM) or the
Terso� type. They o�er advantages and disadvantages in the range of va-
lidit y, physical meaning, �tting and accuracy as well as applicabilit y [62].
Restrictions exist for all empirical potential types, even if special environ-
mental dependenciesare constructed to enhancethe elastic properties near
defects. In addition, all potentials are not well applicable to long range in-
teractions, and the electronic structure and the nature of the covalent bonds
can only be described indirectly . Therefore, it is of importance to �nd phys-
ically motivated semi-empirical potentials and to usesuitable methods to �t
to �rst principle as well as experimental data bases.The potential of Terso�
[63,64] is a bond-order potential, thus having a completely other functional-
it y than simple many body interactions. The di�eren t parametrizations (TI,
TI I, TI I I) of the Terso� potentials are intensively tested in applications and
an analytic derivation from tight-binding approximation exists [65] as well
as an own parametrization of an extended bond order potential similar to
[66], applied for diamond in [67]. However, for the present MD calculations
SW (CdZnSe) and TI I (InGaAs, Ge) is applied [64], whereasthe static re-
laxations are performed with the Keating potential as given in [61], and by
using the simple many-body potentials of the CERIUS [68]program package.

The atomic structures of InGaAs-QDs in GaAs matrix (and similar CdSe
in ZnSe [41] or Ge in Si, etc.) are prescribed by geometricmodelsasdemon-
strated in Fig. 1. Very di�eren t dot shapes have been proposed and theo-
retically investigated as, e.g., lens-shaped dots, conical islands, volcano type
QDs, and pyramids with di�eren t side facets of type f 011g, f 111g, f 112g,
f 113g, f 136g, and both f 011g+ f 111g mixed, etc. Someof the di�eren t QDs
usedwith facets f 011g, f 113g, mixed f 011g+ f 111g, and a spherical cap are
schematically presented in Fig. 1a. The most important di�erence of the var-
ious structures consistsin the varying step structure of the facetsdue to their
di�eren t inclination. Other con�gurations as shown in Fig. 1a are also simu-
lated, and oneor two monlayer (ML) thick wetting layersare comparedwith
calculations not using wetting layers.The importance to investigatesuch con-
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Fig. 1. Structure modeling and image simulation of di�eren t pyramidal-shaped
quantum dot con�gurations: a) di�eren t facetting, truncation, and wetting of pyra-
midal start models (matrix removed, models related to (001)-base planes), b) re-
laxed complete model of a f 011g pyramid (base length about 6nm, 10 � 10 � 10-
supercell length 10nm), c) energy relaxation of a f 011g quantum dot (potential
Epot and total E tot energy versus time steps), d) cross-sectionHREM and e) BF-
DC beforeand after relaxation simulated for model (b) at Scherzer focus � = -40nm
(parameter cf. section 2.3: 400 kV, Cs = 1mm, � = 1.2nm� 1 , t = 9nm, � = 8nm� 1).
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�gurations has at least two reasons.First, small embeddedprecipitates have
always facets; a transition between dome-like structure and pyramids, e.g.,
due to changesin spacer distance, change the number and arrangement of
the facets,and thus strain and electronic properties [23,39,45,46,69].Second,
for highly facetted structures the continuum elasticity is practically inappli-
cable and FEM calculations must be done in 3-D instead of 2-D [42{46,69].
The embedding of one perfect f 011g pyramid in a matrix is demonstrated
in Fig. 1b after prerelaxation. Fig. 1c shows a typical annealing behaviour
during empirical MD calculation, characterized by the potential Epot and
the total energy E tot per atom. The energy di�erence E tot � Epot is equal
to the mean kinetic energy and thus directly related to the temperature of
the system.After the prerelaxation of 5ps at 0K, an annealing cycle follows,
60psstepwiseheating up to 200K and cooling down to 0K, with equilibrating
the system at each heating step. The example demonstrates a short cycle,
mostly the embeddedQDs are relaxed at each T-step for at least 10000time
stepsof 0.25fs,i.e. for 250ps,and annealing follows up to about 600K, which
is not well de�ned for empirical potentials but below the melting temper-
ature (the details will be published elsewhere,cf. [41] and in forthcoming
papers). The simulations of the stabilit y of the QDs are valid as long as no
direct interaction occursbetweenIn and Ga (Cd and Zn) during intermixing
or di�usion, and should be enhancedusing better potentials. Whereas the
structure in Fig. 1b is lessstrained, highly strained con�gurations occur due
to the self-interaction of the QD in small supercells which corresponds to a
stacked sequencewith very small dot distances.The starting con�gurations
for the smallest QD are supercells in h100i orientation of 13 � 13 � 13 unit
cells with 17576atoms and a resulting box length of 7.2nm. The baselength
of the dots is about 6nm. In h110i representation, necessaryfor using the
simulations in respective HREM investigations, the structure is changedby
a 1=

p
2 �

p
2 � 1 supercell transformation and contains 16848 atoms (due

to di�eren t periodic continuation). Alternativ ely, larger cells with the same
QD (17 � 17 � 1, box length 8.8nm or 9.4nm, 30976 atoms) and smaller
dots within the 13 � 13 � 13 boxes (base length 5.3nm) and the respective
transformations are used to investigate e�ects of the self-in
uence of a QD
in smaller cells due to periodic boundary conditions. The smaller structures
are relaxed using MD asdescribed above. In addition, 20� 20� 20supercells
(11.1nm boxlength) are constructed in the samemanner for testing di�eren t
sizesand shapes of the QD. Here and for the large QD the structures are
relaxed by static energy minimizations only. The starting con�gurations for
the large QD are 51� 51� 51 and 89� 89� 89 supercellssolely in [100] ori-
entation with baselength of the QD of 7nm and 9nm, respectively. For the
image simulations subregionsare usedof 71 � 71 � 71 supercells maximum.
By comparing imaging for structures before and after relaxation, Figs. 1d
and e) demonstratesthe enormousin
uence of the relaxations to the image
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contrast in cross-sectionHREM and TEM, resp.,asdiscussedin detail in the
following sections.

2.2 Analysis of QDs by conventional di�raction contrast

The method of electron microscope di�raction contrast (DC) is a particular
imaging technique, also called conventional TEM, where only the primary
beam (bright-�eld image, BF) or one of the beams di�racted by the dis-
torted crystal (dark-�eld, DF) is selectedby the aid of the objective aperture
(contrast diaphragm). Plan-view TEM imagesallow to determine not only
the sizedistribution and dot density, but also the relation betweenadjacent
islands. Fig. 2 (upper part) shows a typical micrograph of InAs dots on a
h001i GaAs substrate, with varying contrast acrossthe bend contour due to
changing excitation conditions. Near the centre of the image the specimenis
exactly orientated in the h001i zoneaxis. Due to the conventional di�raction
contrast technique applied, the dots are detectable mainly by their strain
�elds. In this casethe sizeof dots, however, would be slightly overestimated
(cf. the contrast rules discussedbelow). From contrast analysesit can be con-
cluded that the dots seemto have a rectangular baseface and edgesin the
basealong h100i directions. In this particular case,the dot density reaches
about 1011 cm� 2, the islands themselveshave distancesof about 250�A, pref-
erentially arranged in speci�c crystallographic directions. As discussedin the
following, small inclusions in a crystalline matrix can be analyzed in di�rac-
tion contrast TEM micrographsby chosingso-calledtwo-beamconditions. As
an example,Fig. 2 (lower part) presents a seriesof bright-�eld images,where
three di�eren t Burgers-vectorsg were excited. Islands are characterizedby a
lobe contrast of mirror symmetry.

In such TEM-DC no true imagesare formed, therefore a phenomenologi-
cal interpretation of the contrast is nearly impossible.The information on the
periodicit y of the lattice is lost. Therefore the analysisof DC contrast images
demandsimagesimulation or imagematching basedon the dynamical theory
of electron interferences.However, the long experienceof image interpreta-
tion and the wide variety of calculations available in the literature enable
the application of rules describing contrast e�ects under particular imaging
conditions, as,e.g., inivisibilit y conditions to determine Burgers vector of dis-
locations and translation vector of stacking faults, but also symmetry rules
of BF and DF, oscillation behaviour and the contrast maxima during tilt of
the samples(for practical usecf. [70]). The contrast rules cannot be applied
without a priori knowledgeabout the defectsor if the defectsare not clearly
imaged in perfect two beamexcitation. Quantum dots are consideredto be a
special caseof 3-dimensional(3-D) defectslike clustersof point defects,small
dislocation loops, stacking fault tetrahedra, and small precipitates. The ex-
tension of such defectsis an important contrast determining parameter.Point
defectsmay be included hereas the special caseof very small 3-D crystal de-
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Fig. 2. Upper part:
Brigh t-�eld TEM image
of a single layer of InAs
dots grown on a h001i
GaAs substrate by
MBE (Io�e Institute,
St. Petersburg). In
this case the islands
often appear as dark
contrast dots having
a bright center. Lower
part: Brigh t-�eld two-
beam images of InAs
islands on a h001i GaAs
substrate for di�eren t
g-vectors indicated by
arrows.

fects. However, they cannot be imaged directly in TEM and HREM because
of their small strain �elds.

The most important e�ect of such small 3-D defectsis the strain contrast
causedby the deformation of the surrounding matrix. The direction and the
amount of the elastic strain determine the contrast properties, whereasthe
lattice structure and the di�erence in atomic scattering factors have only a
small in
uence. The lattice structure is negligible becausethe small QD can
be understood as homogeneousprecipitates not showing interface contrast
nor moire fringes. The structure factor contrast is in a �rst order approxima-
tion equivalent to an e�ectiv e thicknesschangeof Ro(1=�o � 1=�m ), which is
a negligible e�ect for typical QD radii of about Ro = 15nm (the extinction
distancesof matrix � m and dot � o are about 16nm -30nm for GaAs in the
2-beamapproximation for (111) and (200) re
ections). Following the discus-
sion of Chick et al. [71], Lepski [72], and others (see,e.g. [73] and references
therein), the strain contrast in a two beam excitation may be approximated
analytically in �rst order perturbation and by using the Ashby-Brown [74]
displacement �eld of a spherical inclusion in isotropic media.

The di�eren t investigations may be summarized to a diagram as given
in Fig. 3 [73]. The grey shaded area characterizes typical QDs with con-
strained strain " corresponding to a mis�t between0:6% and 6:0% and radii
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Fig. 3. Schematic representation of the visibilit y and typical contrast features of
small spherical particles by strain di�raction contrast (after [72,73]): (i,iv) limit of
visibilit y of small and large QDs, resp., for a �xed re
ection, (ii, iii), lower and upper
bound of black-white oscillation contrast, resp. (cf. text), (v) con�dence region for
a typical QD with radii 6nm < Ro < 15nm, characteristic two-beam extinction
lengths of GaAs 16nm < � < 30nm, and mis�t between 0:6% and 6:0%.

6nm < Ro < 15nm, by using parameters of GaAs 16nm < � < 30nm. The
maximum contrast of a particle is obtained approximately at 0:4� apart the
centre and drops down exponentially outside. Dots are invisible for very small
particle diameters 2Ro or for small strains " . Using a 10% contrast rule with
respect to the background and exact two beamorientation, the visibilit y limit
is approximately g"R 2

o=� 2 = 0:1 (curve i). A more complicated rule exists for
largeparticles (curve iv), which are invisible due to decreasingstrains [72,73].
However, very large particles may be consideredas separatephases,and the
contrast is determined by the e�ects neglected above: interface, moire or
structure factor contrast. Particles with g"R 3

o=� 3 < 0:2 create typical black-
white (BW) contrast with depth oscillations (curve ii, lower bound [75]).
For Ro > � =2 (curve iii, upper bound [72]) a black-white contrast without
oscillations, also called black lobe or co�ee bean contrast is obtained (see
also Fig. 2). The BW contrast can be denoted by a characteristic vector l
pointing from the black contrast to the white one. Orthogonal to the BW
vector a line of no contrast exists between the black and white lobes. The
changing sign of l as a function of the depth below the surfacedescribesthe
BW oscillations. For depth positions equal to � =2 and for defectsin distances
greater 2� from surfaces,black dot contrast arises(l = 0). For all black lobe
contrasts and for particles showing BW oscillations but lying in a distances
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of lessthen � =4 from the surfaces,the Ashby-Brown rule holds: l is parallel g
for compression" > 0 and antiparallel for dilation " < 0. Near the entrance
surfacethe Ashby-Brown rule is valid for BF and DF, near the exit surface
the direction of l is retained for DF but reversedfor BF. The rules fail for BF
near symmetrical incidence, and have to be modi�ed in detail for particles
with non-spherical shapes and matrices with strong elastic anisotropy. An
interesting phenomenonobtained in the CdZnSesystem with QDs of about
10nm baselength is reported by Litvino v et al. [28]: The co�ee-bean con-
trast of the strain �eld is accompaniedby stacking- fault fringes, which are
best visible under weak-beam contrast conditions. In [76] contrast imaging
with apertures betweenall re
ections is proposedto enhancethe shape and
size recognition and to suppressthe strain contrast. Whereas the principal
contrast e�ects are retained, especially thicknessand depth behaviour, the
far-�eld contrast lobesare modi�ed mainly by the elastic anisotropy, and all
structural details characteristic for the particles shapecanonly beunderstood
by using image simulations. Such simulations basedon Mura's displacement
�eld [8] for spherical inclusions in anisotropic media are applied to demon-
strate that the contrast of spherical particles may show square edges,too.
However, the experimental micrographs in [7,8,37]cannot be explained suf-
�cien tly by the contrast of the spheresbecauseof the much sharper edges
and cornersshown in the experiments. This holds also for uncapped dots as,
e.g., in [38,39], for which further detailed investigations are necessary.

Fig. 4. Simulated 200kV
bright-�eld (a,c: BF, 6 nm � 1

aperture) and dark �eld of
the 220-re
ex (b,d: 220-DF,
3nm� 1 aperture) of the
large quantum dot (base
length 12nm) relaxed by
static energy minimization
for a sample thickness of
a,b) t = 23nm and c,d)
t = 34nm and di�eren t
facetting: i) lens shaped
dot, ii) f 011g pyramid, iii)
f 113g pyramid, iv) f 136g
pyramid.

In contrast to [7], the image simulation applying only one parameter set
in [8] is thus insu�cien t for a unique contrast interpretation. Though it had
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beenshown in [7,8] that the strains seemto be the most important contrast
determining factor, the shape of the dots, the facetting, the thicknessof cap-
ping layers, and the existenceand thicknessof wetting layers are important
and changethe strains itself. Particularly small sphereshave a large number
of di�eren tly oriented facets.Thus, simulations usingonly sphericalinclusions
or displacement �elds in isotropic media cannot explain the HREM images
of non-sphericalstructures and the in
uence of anisotropy, respectively [40].
Here, better results may be revealedusing the di�raction contrast analysisof
non-sphericalinclusions [77], cubesor ellipsoidsin anisotropic media [72], or
applying �nite element methods (cf., e.g., [78,40,44]but restricted to conical
islandsand neglectingthe modi�ed BF) to evaluate the strain �elds. The cal-
culations in [25] reveal the contrast inversion with increasing thicknessand
the sensitivity to imaging conditions as discussedabove. The modeling nev-
erthelessseemsto be done using continuum models in many beam imaging.
In contrast to [8] clearly disks and plates may be discriminated, especially in
BF and 400-DF for good resolution. However, asmentioned above, the facets
cannot be re
ected simply by continuum methods. Therefore, basedon MD
relaxed structure models (cf. section 2.1) simulations are performed by the
HREM option of the CERIUS package [68] or the EMS software [79], where
only the latter one enablesto divide the larger supercells into a su�cien t
number of subslices(more than 100). To avoid image artefacts, at least 4
subslicesper unit cell in [100] direction should be used for weakly distorted
structures, which correspond to a slicethicknessof �t = 0.1417nm. The ratio
of the absorption potential is assumedto be 0.05and the Scherzerdefocus is
chosenin all di�raction contrast simulations. The imaging aperture is varied
between 2nm� 1 and 6nm� 1 to have su�cien t information of the QD itself
and to avoid imageartefacts due to higher order Laue zonere
ections. These
may result if atoms with larger shifts according to the elastic strain �eld are
misplacedperiodically in di�eren t slicesof the supercell.

Fig. 4 shows simulated zone-axisbright-�eld contrast (BF: a,c) and the
[220]-dark �eld images(DF: b,d) of the large QD (base length 12nm) with
di�eren t facets (cf. Fig. 1 for the shapes): lens shaped QD and pyramids
with f 011g, f 113g, and f 136g facets from top to bottom, respectively. Two
di�eren t samplethicknesseswerechosen:t = 23nm in (a,b), and 34nm (c,d).
The simulations reveal that there are zone-axisBF imaging conditions for
thinner samplesthat allow a clear distinction of the di�eren t QDs by their
characteristic contrast features, whereasall DFs are dominated by the BW-
contrast features.

A similar seriesof simulated zone-axisbright-�eld micrographs for the
small dot with a baselength of 6nm is shown in Fig. 5. The shape evaluation
is much more di�cult and the contrasts show a lot of details probably due
to the very low defocus spreadassumedfor the imaging with the 200kV �eld
emissionmicroscope.
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Fig. 5. Simulated 200kV zone-axis bright-�eld images (BF, 6nm � 1 aperture) of
the small quantum dot (base length 6nm) relaxed by MD energy minimization for
a sample thickness of i) t = 7.2nm and ii) t = 10.2nm and di�eren t facetting: a)
f 011g pyramid, b) f 011g pyramid truncated, c) f 112g pyramid, d) f 113g pyramid,
e) f 136g pyramid.

Thicknessvariations of the BF di�raction contrast are dealt with in Fig. 6
for a singlespherewith a diameter of 5nm (i) and the f 011g+ f 111g-pyramid
with 6nm baselength (iii) as well as stacked con�gurations of (i) and (iii) in
(ii) and (iv), respectively. The samplethicknesst variesfrom 32nm to 122nm
(a-e in i,ii) and from 54nm to 136nm (a-e in iii,iv). Besidesthe contrast
reversal a di�eren t visibilit y of the shapes may be revealed with increasing
thickness.However, there is a strong in
uence of beamtilt, imaging aperture,
etc., whereasthe defocus only slightly change the contrast. Large defoci, as
demonstrated by � 1mm in Figs. 6f, modify the detail visibilit y and yield to
additional Fresnel fringes.

The �gures demonstrate clearly the sensitivity of the theoretical contrast
with parameter variations, even wrong virtual shapesmay occur for simula-
tions using to small apertures. Without strains solely a weakstructure factor
contrast arises.Even though the lens-shaped QD showsslight deviations from
rotationally contrast symmetry, the pyramids clearly can be distinguished by
the sharpnessof the basic feature and the additional occuranceof contrast
fringes along the ledgesof the pyramids. The pyramidal QDs with a steeper
descent of the facets show a fourfold symmetry of their contrast features.
These,however, are clearly visible only at a symmetric bright-�eld incidence.
The striations superimposedshow that here someof the structures are not
yet completely relaxed, especially at the borders of the supercell, leading
to contrast artefacts due to the structure continuation for larger thicknesses,
their contrast dependssensitively on the objective aperture chosen.A further
increaseof the thicknesslowers the visibilit y of the clearly visible featuresfor
shape discrimination.
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Fig. 6. In
uence of sample thickness t to the BF-zone axis di�raction contrast:
i) single sphere of radius Ro = 5 nm, ii) 011+111 mixed pyramid with 6nm base
length, iii), iv) stacked arrangements of i, ii), respectively; t = 32nm, 50nm, 68nm,
86nm, 122nm (a-e in i,ii); t = 54nm, 72nm, 90nm, 109nm, 136nm (a-e in iii,iv),
f ) as e) with large defocus of -1mm.

2.3 Analysis of QDs by phase contrast

The phasecontrast in HREM imaging is createdby the interferenceof a su�-
ciently largenumber of di�racted beamsleaving the exit surfaceof the sample
and passingthe contrast aperture (with half angle� ) in the di�raction plane.
For each of the di�racted beamssimilar considerationsare possibleas done
for the DC discussedin section 2.1. The higher resolution using many beams
enablesimaging of single or pairs of atomic columns and a reduction of the
strain contrast in the background is obtained. However, the contrast is always
strongly modi�ed by the imaging processof the microscope itself. The imag-
ing processmay be consideredas a twofold Fourier transform according to
Fraunhofer di�raction and a convolution with the wave transfer function. A
completeimagecalculation includesnon-linear beaminteractions, defocus � ,
beam tilt, and at least image aberrations: spherical Cs and chromatic astig-
matism, threefold astigmatism and coma. In addition, the microscope insta-
bilities are included at least as defocus spread� and beam divergence� . The
object wave simulations are performed by the HREM option of the CERIUS
package [68] or the EMS software [79], as described above for DC calcula-
tions, and must be complemented by the simulation of the imaging process.
The imaging parameters are chosen according to two typical microscopes,
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the JEOL 4000EX at 400kV accelerating voltage used for high resolution
microscopy and the Philips CM20 FEG with 200kV equipped with a �eld
emissiongun: acceleratingvoltage U = 400kV (200kV), spherical aberration
Cs = 1.2mm (1.0mm), defocus spread� = 8nm (5 nm) and beam divergence
� = 0.05mrad (0.03mrad).

Fig. 7. Seriesof simulated cross-section400kV HREM (row i,ii) and corresponding
BF-DC images (row iii) of QDs in InGaAs: [100]-view (a,b) of a f 011g-pyramid
(model of Fig. 1b), and [110]-view(c,d) of a spherical cap(c) with Ro = 2.5nm
and a mixed f 011g + f 111g-pyramid (d). Defoci � = -40nm (i:a,b),70 nm (ii:a,b),
-25nm (i:c), -30nm (ii:c, i:d), and -35nm (ii:d). Foil thickness: t = 13.6nm (a),
22.6nm (b), 41nm (c), and 169nm (d). (400kV, Cs = 1 mm, � = 1.2nm� 1 , # = 8nm,
� = 0.05mrad).

Fig. 7 shows in (a,b) simulated cross-sectionHREM micrographs for dif-
ferent defoci and thickness(for the details cf. Figure caption) of the InAs-
f 011g pyramid in GaAs in comparisonwith cross-sectionBF imagesselected
from [7]. Analogous simulations for the [110]-orientation of a spherical cap
and a mixed f 011g + f 111g-QD are presented in Figs. 7c,d, respectively. As
discussedin [7,41,80]for HREM of QDs in InGaAs and CdZnSe, the most
important e�ects are the visibilit y and large in
uence of the strain, and that
the pyramidal dots always look truncated. Between15nm and 20nm thick-
nessa �rst contrast reversaloccurs.Larger thicknessreducesthe visibilit y of
very small dots in HREM and zone-axisBF patterns limiting the range of
suitable defoci for enhancedcontrast. The strong in
uence of thickness,depth
position, and defocus needsalways careful determination of the imaging con-
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ditions and/or the application of quantitativ e image matching as discussed
in the next section.

2.4 Quan titativ e analysis

A quantitativ e analysis of all structural QD properties has to combine dif-
ferent experimental imaging and spectroscopictechniques. By restricting to
solely considering the TEM/HREM imaging, a quantitativ e analysis here
consists in image matching by repeatedly applying the techniques of MD-
modeling and image simulation as described in sections2.1 to 2.3 (direct or
inverseobject retrieval is not yet practically available, cf., e.g., several con-
tributions in J. Microscopy 1998, Vol. 190). In addition, the quality of the
trial-and-error re�nement of model, scattering, and imaging parametershas
to be evaluated by �tting a likelihood or R-factor criterion (cf., e.g., [81,82]).
However, the application of the extensiveimagematching techniquesprior the
existenceof su�cien tly well modeled QD structures doesnot solve the prob-
lems. Therefore a large variety of image processingtechniques are applied
instead, which yield directly strain, composition and/or thicknesspatterns
by suitably �ltering out the relevant information. One of the �rst proposed
methods of quantitativ e analysis of the information from transmission elec-
tron micrographs (QUANTITEM, cf. the overviews [83{86]) transforms the
high- dimensionalspaceof information contained in characteristic imagetem-
plates to such a 3- dimensional vector which is most sensitive to thickness
and composition variation. The comparisonwith templates of known compo-
sition enablesa calibration and thus an interpretation of the local variation of
the 3-D information as chemical mapping. D igital analysis of lattice images
(DALI [82]), lattice di stortion analysis (LADIA [31]), and all comparable
investigations (cf., e.g., [87,88]) are real spacemethods analysing the rela-
tiv e lattice fringe distorsion in imagesby comparing them with undistorted
regionseither pixelwise or by evaluating intensity maxima with subpixel ac-
curacy. In contrast, the compositional evaluation by lattice f ringe analysis
(CELFA [89,22]), and similar methods [90,85,91],where imaging conditions
are used, which enable maximum sensitivity of the image contrast via the
chemical f 002g-re
ection, provide the composition pattern by Fourier anal-
ysis and �ltering techniques. Fuzzy logic and neuronal networks [92,93] in
addition apply respective pattern recognition techniquesto analysethe com-
positional and thicknessinformation. The improvedCELFA [22,23,94]shows
that under appropriate 3-beam imaging conditions the intensity ratio of the
f 002g and f 004g re
ections is proportional to the In-content in the InGaAs
system;using defocusseries,all additional parametersmay be estimated and
concentration gradients in dots and wetting layers are measurable.Finally,
holographic imaging should be mentioned, which enablesdirectly to evalu-
ate amplitude and phaseof di�racted electron waves,which in the two �rst
applications [95,96] is used to determine quantitativ ely the change of the
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mean inner potential in QDs and that large dots in InGaAs are pyramids
with rounded edgesand top.

Fig. 8. Analysis of a single layer of InAs QDs: Upper part cross-section image.
Middle part HREM image of the wetting layer (WL) consisting of 4 monolayers
of InAs. Lower part schema of the inhomogeneousIn distribution in the island.
The chemical analysis (distribution of In) is obtained from image processing(f 200g
�ltering). Sample: TU Berlin.

Fig. 8 demonstratesthe situation of a single layer of InGaAs dots grown
by MOCVD [16], wherethe In distribution hasbeenanalyzedin the island as
well as in the InAs wetting layer. The upper part shows a cross-sectionimage
of the island at lower magni�cation. Two sections(circles) havebeenanalyzed
by image processingof the corresponding HREM micrograph (middle). The
information of the chemical composition hasbeenderived from analyzing the
f 002g re
ected beam, which is chemically sensitive to the shape of di�eren t
atomic speciesin the sphalerite-type sub-lattices for crystallographic reasons.
Due to the complexlattice distortion at the islands,the accuracyand the local
resolution of this method is restricted (in this case:� 10%). However, it is
obvious that within the island the In concentration is shifted to the upper
region (maximum 40%). Moreover, the In in the surrounding wetting layer is
consumedduring the further growth of the island causedby a post-annealing
step. Such an interdi�usion-related changing of size and stoichiometry of
islands has a direct in
uence on the emitted wavelength detectable by PL
measurements.
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3 Structure In vestigations of Quan tum dots

After the discussionof TEM contrast phenomenaof QD islands, the present
sectiondealswith the application of the abovementioned imaging and simula-
tion techniques.During the last decadeelectron microscopy hasbeensuccess-
fully used for the analysis of nanostructures, especially of QDs of numerous
semiconductor materials systems.Here only somespeci�c examplescan be
presented, which demonstrate the general use of these methods as a survey
of their possibilities and limitations. Always one should keep in mind that
only somecombination of the above-mentioned techniquesallow the success-
ful morphological analysis of QD structures, their growth phenomenaand
optical behaviour.

Fig. 9. Scheme of di�eren t growth steps of the island formation in the lattice
strained InAs/GaAs system: a) pseudomorphouslayer growth for deposited thick-
nessbelow 1.7 ML, b) island formation for > 1:7 ML deposition, c) pyramid for-
mation due to surface di�usion.

Since most of the presented examples refer to investigations of struc-
tures in InGaAs systems,the speci�c generation of islands should be brie
y
mentioned again, although it has been described in detail in other chapters
of this book. Fig. 9 presents some basic features of the formation of InAs
dots/islands on a GaAs substrate grown via the Stranski-Krastanow mode
obtained from TEM investigations. The �rst deposited monolayer (ML) cre-
ates a pseudomorphousclosed layer (wetting layer, WL), which is strained
due to the lattice mis�t (7% for InAs/GaAs). During a further deposition
(� 2ML) small islands are forming (b). This transition from the layer growth
to the island formation results from a complex processcontrolled by strain,
kinetics like surfacedi�usion, and the incorporation of ad-atoms. As an ex-
ample, TEM investigations have shown that speci�c growth interruptions
(few secondsto some minutes) causeisland growth and a consumption of
WL material around the islands (Figs. 9b! c) [97]. The interaction between
surfacestrain �elds and growth energeticsis predicted to improve the lateral
ordering [98,99]. Owing to the growth parameters and techniques applied,
di�eren t shapesof islandsoccur, varying between
at pyramids and spherical
islands. During further growth, the islands are usually covered with a GaAs
coating/capping layer. As a result of a complex di�usion processthe island
shape is transformed, for instance, into a truncated pyramid. While AFM in-
vestigationsshow only a speci�c situation of the islandsat the surface,TEM
enablesone to correlate optical measurements with structural features.
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Fig. 10. Cross-section
HREM images of Ge is-
lands on a Si substrate
with di�eren t shape. a)
�rst state of island for-
mation, b) small dome-
lik e island with facets,
c) large pyramid with
f 113g facets including a
mis�t dislocation.

At �rst somespeci�c featuresof uncapped islandswill be shown asrepre-
sented by Fig. 9 b and c. The following section demonstratesthe morpholog-
ical changesduring a subsequent capping of the QD by a matrix layer. This
concernsnot only the morphology of the islands, but also the modi�cation
of the wetting layer. Later the situation of stacked structures will be dis-
cussed.For the InGaAs system, the scienti�c interest and technological aim
is focusedon QD arrays emitting light of about 1.3 to 1.5mm, depending on
the following parametersof the QDs: size,shape, lattice strain and chemical
composition. All these speci�c parameters are combined in a complex way
due to the thermodynamics and kinetic processesduring the growth of QD
samples. It is the aim of TEM techniques to separate these parameters of
complex information, e.g., strain and chemical composition.

3.1 Single layer of uncapp ed and capp ed QDs (InGaAs, GeSi)

To measurethe size and shape of free standing islands, di�eren t techniques
can be applied. Especially atomic force or scanning tunneling microscopy
(AFM, STM) have beensuccessfullyused in the Si-Ge system and semicon-
ductor heterostructures [100,101] to study, e.g., the shape transition from
small clusters to huts, pyramids and domes.However, for the interpretation
of such micrographs one has to take into account that the received image
is a superposition between sample morphology and the shape of the tip of
the AFM/STM. Furthermore, small facets and edgesare di�cult to resolve.
Here TEM techniques are able to measuresuch parameters with a higher
accuracy. As an example, Fig. 10 presents HREM cross-sectionimages of
uncapped islands, showing di�eren t resulting shapes due to varying growth
parameters. In Fig. 10a and b, two imagesof Ge islands on Si are presented,
a system which has been intensively studied from the view point of both
fundamental and applied science.In (a) the small island has a round shaped
surface,whereasin (b) the island is facetted [49]. A larger pyramid is given
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in Fig. 10c, where relaxation has started by generating a mis�t dislocation.
The HREM imagedemonstratesthat this dislocation is situated in the inter-
faceadditionally forming stacking faults on f 111g planes.In the caseof such
larger islands it may be observed that at the basethe wetting layer and some
matrix material is consumedresulting in small ditches.

Fig. 11. a) Brigh t-�eld
[001]-in-zone image of InAs
dots on a GaAs substrate.
The magni�cation of a
single dot and its densit-
ometer image (b) propose
a rhombohedral-like shape
(c).

The determination of the sizeand shape of QDs by plan-view di�raction
contrast micrographsis possibleunder the restrictions discussedin section2.2.
Thesecontrast features,mainly causedby the strain �eld, correlate to the size
of the islands (cf. Fig. 11). However, the exact sizeand shape of their bases
cannot be extracted easily. Especially the actual size of islands is smaller
than suggested.Di�eren t attempts have beenmade to gain this information
by comparing the experimental images with the simulated contrasts based
on speci�c island models. One experimental possibility concernsthe analy-
sis of TEM micrographs taken under suppressed-di�raction conditions [102]
or taken in exact zone orientation. The latter caseis also demonstrated in
Fig. 11a-c. Fig. 11a) shows a bright-�eld image of InAs islands on a h001i
GaAs substrate, where the sample is exact h001i oriented. Under thesecon-
ditions the di�racted re
ections are relatively weak as compared to those
of strong two-beam excitation and the in
uence of the lattice strain on the
image contrast is reduced.A magni�ed image of an island is seenin the up-
per right (b). A careful analysis of the contrasts revealesthat, under these
special growth conditions, the dots seemedto have a more rectangular or
rhombohedral baseas demonstrated by the densitometer analysis (c).

As demonstrated in the previous section of contrast simulation, such
bright-�eld images with reduced in
uence of lattice strain allow the mor-
phology analysisof dots of di�eren t size.As an experimental example,Fig. 12
shows the speci�c image contrast of three typical islands. In the beginning
of island formation, InAs dots are often circular and 
at (a), whereaslater



TEM characterization of QD 21

Fig. 12. Plan-view bright-�eld
in-zone images of QDs of dif-
ferent samples. a) represent a
capped InAs island of a single
QD layer. A larger island formed
in a multiple-stac ked layer (b)
has a more rhombohedral shape.
c) uncapped Ge island of four-
fold symmetry.

they are transformed to larger pyramides (b). A larger uncapped Ge pyramid
is characterized by a four-fold contrast pattern (c), where the 4 dark lines
correlate with the main edges.Besideson size and shape, the energy states
of the excitons depend on the local chemical composition inside the islands.
It is in
uenced, e.g., by the growth processand the post-growth annealingof
the samplesimplying an interdi�usion of the elements between matrix and
island. The change in stoichiometry as, for instance, the In/Ga ratio is re-
vealedasan integral measurement usingPL spectroscopy. Several approaches
have beenmadeto determine an element distribution in the sub-nm-rangeby
image processingof HREM micrographs (cf. section 2.4). The application of
thesetechniquesto the analysisof QD structures is partly restricted, by, e.g.,
a superposition of the lattice plane imageswith local strain contrast. First
of all one has to separate/eliminate lattice distortions, which would disturb
the analyzing process.Second,a general problem of HREM image analyses
is the separation of imaging parameters to gain independent information of
them. This includes the determination of the local specimenthickness,imag-
ing parametersas well as lattice strain �elds.

Fig. 13 shows as an example the caseof a HREM analysis of a 3-stack
structure of InAs dots in a GaAs matrix. A lattice plane image(a) wastaken
at h001i sampleorientation including the four chemical sensitive (200) re
ec-
tions as well as four (220) re
ections, respectively. At the lower dot-matrix
interface an abrupt transition is observed, visible by the image structure
change (Fig. 13 c), whereason the upper interfaces the transition is quite
smooth (b). The di�eren t structure pattern can be usedto determine the lo-
cal In/Ga ratio. As an exampleof such imageprocessingtechniques,Fig. 13d
demonstratesa �ltering processusing the (200) re
ection. The resulting in-
formation on the In/Ga ratio (Fig. 13e), however, is superimposedby strain.
Taking into account the lens-shape of the dots, the In concentration and dis-
tribution can be estimated. The line scanyields an out-smoothing of the In
during the growth processwith a decreasingof the In concentration down to
about 70%. However, the accuracy is limited to about 10%. BesidesHREM
image analysis, the energy-�ltered TEM technique (EFTEM) has become
well-establishedin recent yearsallowing chemical mapping with a lateral res-
olution down to the 5 �A range. In such element speci�c imageseven single
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Fig. 13. Example of an image
�ltering procedure to extract
the local chemical composition
(In/Ga ratio): a) HREM image
of a h001i oriented sample in-
cluding a stack of 3 InAs dots
in a GaAs matrix. b), c) magni-
�ed sections of the typical inter-
face structure showing the tran-
sition between InAs and GaAs.
d) After �ltering the In content
appears as dark region. A corre-
sponding line scan shows the In
distribution (e).

lattice planesare resolved. However, also in this caselattice strain �elds have
to be taken into account for a quantitativ e interpretation of the chemical
distribution [103]. Fig. 14 presents such an EFTEM micrograph of a sin-
gle InAs dot layer grown by MBE. The element map using the In signal is
shown on the left, where the position of the island is marked by dots. The
line scan on the right shows strong signals at the island, especially at the
top of the QD marked by an arrow. Such an inhomogeneousIn distribution
occurs particulary in larger InAs/InGaAs dots.

Fig. 14. EFTEM image of a
single InAs dot layer using
the In signal (left). The cor-
responding line scan (righ t)
indicates an inhomogeneous
In concentration throughout
the island.

Since the detection limit of these TEM imaging techniques is restricted
by the lattice distortions and the �nal thicknessof the specimen, such an
analysis should be combined with other methods. A promising project is to
study the atomic and chemical structure of semiconductor nanostructures
with STM imaging of cross-sectionsof the dot region prepared by cleavage
[104].
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3.2 Stacked QDs layers of InGaAs in GaAs

Optical properties of a singleQD layer are characterizedby a broad PL peak,
which is related to the size distribution of QDs. To improve this situation
(higher dot density, more pronounced size distribution) promising solutions
have beendeveloped, two of which will be mentioned. First, multiple stacking
of QD layers has beenenvisagedas an attractiv e growth concept to provide
a 3-dimensional array of islands. The short vertical distance of such layers
of several nm generatesan electronic coupling betweenadjacent islands and
opens a way to tailor the wavelength of the emitted light. This multiple-
stacking growth concept has beenapplied successfullyto several systemsof
semiconductors [105,50]. The tuning of vertical and lateral correlation in
QD superlattices by changesin the spacer thicknesswas demonstrated by
Springholz et al. [106] especially for the PbSeTe system. This kind of self-
organization is determined by the elastic anisotropy of the matrix material
and by the growth orientation [107].A �rst QD layer is coveredwith a GaAs
capping layer, and subsequently about 2 ML of InAs are deposited. Due to
surfacedi�usion, the �rst QD is coveredwith GaAs, with a secondQD layer
forming. In the caseof h001i oriented substrates, the interaction between
adjacent layers due to lattice strain variations induces a vertical alignment
of islands.

Fig. 15. Cross-section image of a multiple-stac ked array of 25 InGaAs QD layers
(dark islands, sample: Io�e Institute, St. Petersburg) in a GaAs matrix (grey). The
strong periodicit y of the QD array is represented by subre
ections in the SAD
pattern (left) and the FFT di�ractogram (righ t).

Fig. 15showsa cross-sectionimageof such a self-orderedassembly of InAs
islands in GaAs. The micrograph demonstrates: i) the island size increases
with the number of layers, ii) an improvement of the narrow sizedistribution,
iii) a 
attening of the growth surfaceby the GaAs spacer,especially for MBE
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grown samples.The strong periodicit y of the layers in the vertical direction
is proven by the occurrenceof satellite re
ections near the main re
ections
in the SAD pattern (left). The horizontal periodicit y of QDs is revealedby
subre
ections in the corresponding di�ractogram (Fourier transformation,
right). The �rst layer of InAs deposited is characterized by small 
at islands
(cf. schematic diagram of Fig. 9). Their homogeneouslydistributed strain
�elds causethe InAs islands to grow in size.For practical application in QD
lasers, the active zone consistsof stacks of two or three adjacent dot layers
having an optimum light emitting characteristic. Other forms of stacking,
e.g., are basedon the idea to grow a �rst layer of small islands as seedlayer
for the following ones.

Fig. 16. Cross-sectionimagesof a heterostructure, which mainly consistsof 3 dou-
ble layers of InAs in GaAs grown by MOCVD (TU Berlin). Substrate orientation:
h001i . The bright-�eld image (a) shows mainly strain contrast causedby the dots
and the wetting layer. A weak-beam dark-�eld image (b) allows to resolve the two
dot layershaving a distance of 3nm. The bright contrast inside the dots corresponds
to In, whereasthe dark lines are causedby the lattice distortion.

Fig. 16 presents cross-sectionimagesof a structure, which consistsof 3
layers separatedby a 43nm thick GaAs spacer.In the BF image (Fig. 16a)
the dots are mainly visible by strain contrast. Due to the relatively large
spacerof 43nm a strain coupling betweenthe layersdoesnot exist and a cor-
relation betweenthe spots could not be observed. The dark-�eld weak-beam
image (Fig. 16b) demonstrates that each layer itself consists of a stack of
two adjacent sub-layers.According to the chosengrowth parametersa strong
coupling betweenthe vertical islands was achieved, where the lower dots are
of smaller size. In the HREM micrograph (Fig. 16c) the two adjacent 
at
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dots are visible. The lower one is not strong developed, however, initiated
the formation of a larger dot having a diameter of about 14nm and a height
of about 3.5nm. Also in this casethe wetting layer closeto the dots seems
to be consumedduring the island formation process.As mentioned above,
similar extensive work hasbeencarried out for the SiGesystem.Also for this
caseof stacked structures growth parameters were elucidated [108{110]. In
such stacked QD layers,excitons are not only localizedat a single island, but
could be at several adjacent ones.PL and CL measurements have shown that
such arrays are characterizedby a strong electronic coupling. This behaviour
allows not only an emission (lasing) at room temperature, but a tailoring
of the emitted wavelength due to a quantization in larger volumes. To im-
prove the homogeneity of the QD size and density, further growth concepts
have been developed, for instance, the island growth on vicinal surfaces,or
the use of sub-MLs of InAs as seedlayers for the subsequent conventional
island growth (seeFig. 9e). A further possibility for attaining an emissionfor
longer wavelength (> 1:3mm) hasbeendemonstratedby generating laterally
associated QD [51].

Fig. 17. Plan-view and cross-sectionTEM imagesof samplesA (a,b) and sampleB
(c,d) respectively (samples: Io�e Institute, St. Petersburg). In the [001] di�raction
pattern from specimen A (see insert in (a)) extra re
ections from precipitates are
marked. c) Plan-view image of sample B. Defects marked as D are situated at the
interface. (d) [100] cross-section image of sample B. (2 � 1) ordered InAs regions
are marked as P.
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3.3 QDs of InAs embedded in a silicon matrix

For future network communications optical circuits operating at wavelengths
of 1.3 to 1.55mm are interesting. The creation of Si-basedemitters is complex
due to the indirect band gap nature of Si. Many attempts to overcomethe
low radiativ e e�ciency in Si have been made, such as porous silicon, Si-Ge
quantum wells and quantum dots, and Si-Ge-C QDs and doping of Si with
rare-earth impurities. Theseapproacheshave not found signi�can t commer-
cial applications up to now. Luminescenceproperties of indirect band gap
material can be dramatically increasedby insertions of direct narrow band
gap media in an indirect matrix. The InAs/Si heteroepitaxial system could
be assumedas a promising candidate for optoelectronic applications [4]. The
InAs/Si heterostructure was grown by molecular beam epitaxy (MBE) on
p-type Si(100) substrate. The nominal thicknessof the deposited InAs was
between0.5 ML and 5 ML. Immediately after the InAs deposition, a Si cap
layer wasgrown. After overgrowth with Si, thesesamplesshow an intenseand
broad luminescenceline at a wavelength of about 1:3mm at 10K [111,52].
The corresponding plan-view and cross-sectionTEM images are presented
in Fig. 17 for two samplesA and B, prepared at di�eren t growth temper-
atures. Besidesthreading dislocations and other defects (marked by T, D),
dark regions(P) are visible, which are analysedas InAs:Si inclusions [52].

Fig. 18. (a) Growth schemaof a InAs/Si heterostructure containing two InAs layers
embedded in Si. (b) Due to kinetic processesduring the layer growth small InAs
inclusions are formed. (c) HREM lattice plane image of a cross-section sample
including two InAs layers in a Si matrix.

A possibleway to form stacked InAs nanoclusters in silicon is represented
asan examplein Fig. 18a! b. Two InAs layersof 2nm and 1nm thickness,re-
spectively, wereembeddedby MBE in a Si matrix (a). After a special anneal-
ing proceduresmall coherent inclusions were formed as schematically shown
in Fig. 18b. A surplus of InAs material wasevaporated during this treatment.
Corresponding PL spectra exhibited a luminescenceband in the 1:3mm re-
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gion. HRTEM structure investigation of such samples [53,54]demonstrated
that the coherent InAs nano-inclusionshad a sizeof about 3nm. In the cross-
sectionimage(Fig. 18c) the two layersof such clustersare marked by arrows.
The observedPL luminescencewascorrelated to an indirect carrier transition
of type-II in the small inclusions [54].

4 Conclusion and Outlo ok

The present overview servesas an intro duction to the application of electron
microscopemethods to the investigation of nanostructures,especially to semi-
conductor quantum dots. In general, the morphology, size, strain �elds and
the density of QDs canbeanalyzedby TEM imaging. With the expectedcom-
plexity of 3-dimensionalQD structures, advancedTEM techniques are used
(HREM, EFTEM), but also di�raction contrast TEM in combination with
theoretical imageinterpretation. To yield data on the local lattice distortions
one can apply combinations of image processingof HREM and conventional
TEM micrographs with di�raction techniques, such as CBED. In addition,
analytical methods (PL, CL) play an essential role in correlating the mor-
phology and structure with the optoelectronic properties of semiconducting
QD arrays.

Related to the di�eren t imaging techniques, the appearanceof contrast
featuresmight be quite di�eren t: qualitativ ely onecould distinct lattice plane
images,black-white lobe DC, dot contrast with an oscillation behaviour as
well asshifted HOLZ-lines in CBED pattern. In addition, there are contrasts
due to the strain �elds around a QD having symmetries in
uenced by the
shape of the dots and the elastic properties of the matrix. Smaller dots show
mainly loop-like contrasts prohibiding a unique analysis of the dot shape
without additional contrast experiments or a priori information. As pointed
out, the validit y of TEM imaging techniques is partly restricted, e.g., due to
the arti�cial strain changesin thin TEM specimens.It also has to be taken
into consideration that TEM sampleshave a thicknessbelow 50nm and do
not always include the whole dot structure or su�cien t matrix material. This
can causesomeartifacts as wrong diameter/height ratios or arti�cial strain
relaxations and rendersmore di�cult the image interpretation. The di�cul-
ties may be partly avoided by using medium-voltage or high-voltage TEM,
the actual developments towards more quantitativ e HREM, and enhanced
interpretation techniques. For such improved quantitativ e analysis of TEM
contrasts the experiments are interpreted using contrast simulations based
on relaxed models and including the beam-object interaction as well as the
imaging processitself. The TEM imageformation can be simulated by means
of the multi-slice algorithm evaluating the many-beam dynamical theory. A
quantitativ e analysis demands carefully chosen imaging parameters and a
suitably relaxed structure model. Geometric structure models and their re-
laxation behaviour can be studied, e.g., by molecular dynamics or molecular
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static energyminimization. The improvement of computing capacity will al-
low the enhancement of such modeling and simulations discussed.In addi-
tion, always combinations of di�eren t methods have to be used supporting
the TEM investigations for optimum results investigating island formation
and their growth processes.

In summary, concerningmaterials science,the recent developments show
the importance of quantum structures in semiconductor physics, and the
increaseof enhancedquantitativ e microscopy for structural analysis: inves-
tigations were started, which focusedon several new material systemssuch
as,e.g.,silicon carbide, I I I-V nitrides, and nanoparticlesin di�eren t matrices.

Ac kno wledgemen t
The authors would like to thank especially N.D. Zakharov from the MPI

Halle for his contributions of TEM imaging of QD structures. We are also
grateful to the following colleaguesfor their collaborations: F. Heinrichsdor�,
R. Sellin, D. Bimberg from the Technische Universit•at Berlin; M. Grund-
mann, Universit•at Leipzig (in particular for providing strain-relaxed models
of large dots); V. Ustinov, I. Soshnikov, G.E. Cirlin, and N.N. Ledentsov from
the Io�e Physical Technical Institute St. Petersburg/Russia; and A. Taurino
from CNR Lecce/Italy.

References

1. D. Bimberg, M. Grundmann, N. N. Ledentsov: Quantum Dot Heterostructures,
John Wiley & Sons.,Chicester 1999

2. L. W. Wang, A. Zunger:`Pseudopotential Theory of Nanometer Silicon Quan-
tum Dots', In: Semiconductor Nanoclusters - Physical, Chemical, and Catalytic
Aspects, ed. by P. V. Kamat and D. Meisel, Elsevier Science1997

3. F. Troiani, U. Hohenester, E. Molinari: Phys. Status Solidi (b) 224, 849 (2001)
4. N.N. Ledentsov, V.M. Ustinov, A.Y u. Egorov, A.E. Zhukov, M.V. Maximov,

I.G. Tabaradze, P.S. Kop'ev: Semiconductors 28, 832 (1994)
5. N. Kirstaedter, N.N. Ledentsov, M. Grundmann, D. Bimberg, U. Richter,

S.S. Ruvimov, P. Werner J. Heydenreich, V.M. Ustinov, M.V. Maximov, P.S.
Kop'ev, Zh.I. Alferov: Electron. Lett. 30, 1416 (1994)

6. O. Stier, M. Grundmann, D. Bimberg: Phys. Rev. B 59, 5688 (1999)
7. S. Ruvimov, K. Scheerschmidt: Phys. Status Solidi (a) 150, 471 (1995)
8. X. Z. Liao, J. Zou, X.F. Duan, D.J.H. Cockayne, R. Leon, C. Lobo: Phys. Rev

B 58, R4235 (1998)
9. K. Brunner, J. Zhu, G. Abstreiter, O. Kienzle, F. Ernst: Phys. Status Solidi (b)

224, 531 (2001)
10. D. Bimberg, M. Grundmann, N.N. Ledentsov, M.H. Mao, Ch. Ribbat, R. Sellin,

V.M. Ustinov, A.E. Zhukov. Zh.I. Alferov, J.A. Lott: Phys. Status Solidi (b)
224, 787 (2001)

11. I.L. Krestnik ov, N.N. Ledentsov, A. Ho�mann, D. Bimberg: Phys. Status Solidi
(a) 183, 207 (2001)

12. P. Kratzert, M. Rabe, F. Henneberger: Phys. Status Solidi (b) 224, 179 (2001)



TEM characterization of QD 29

13. H. Lee, J. A. Johnson, M. Y. He, J. S. Speck, P.M. Petro�: Appl. Phys. Lett.
78, 105 (2001)

14. A. Dunbar, M. Halsall, P. Dawson, U. Bangert, Y. Shiraki, M. Miura: Phys.
Status Solidi (b) 224, 257 (2001)

15. A. Dunbar, U. Bangert, P. Dawson, M. Halsall, Y. Shiraki, M. Miura, I.
Berbezier, B.A. Joyce, J. Zhang: Phys. Status Solidi (b) 224, 265 (2001)

16. A. Dunbar, M. Halsall, P. Dawson, U. Bangert, M. Miura, Y. Shiraki: Appl.
Phys. Lett. 78, 1658 (2001)

17. S. Schieker, O.G. Schmidt, K. Eberl, N.Y. Jin-Phillipp, F. Phillipp: Appl. Phys.
Lett. 72, 3344 (1998)

18. S. Okt yabrsky, V. Tokranov, M. Yakimov, A. Katsnelson, K. Dovidenko: Mat.
Res. Soc. Symp. Proc. 642, J3.30.1 (2001)

19. N.N. Ledentsov, D. Litvino v, A. Rosenauer,D. Gerthsen, I.P. Soshnikov, V.A.
Shchukin, V.M. Ustinov, A.Y u. Egorov, A.E. Zukov, V.A. Volodin, M.D. Efre-
mov, V.V. Preobrazhenskii, B.P. Semyagin, D. Bimberg, Z.I. Alferov: J. Elec-
tron. Mater. 30, 463 (2001)

20. M. de Giorgi, A. Passaseo,R. Rinaldi, T. Johal, R. Cingolani, A. Taurino, M.
Catalano, P. Crozier: Phys. Status Solidi (b) 224, 17 (2001)

21. Q. Zhang: Appl. Phys. Lett. 78, 3830 (2001)
22. A. Rosenauer,D. Gerthsen: Ultramicroscopy 76, 49 (1999)
23. A. Rosenauer,D. van Dyck, D. Gerthsen, M. Arzb erger, G. B•ohm, G. Abstre-

iter: Phys. Status Solidi (b) 224, 213 (2001)
24. T.W. Kim, D.U. Lee, D.C. Choo, H.J. Kim, H.S. Lee, J.Y. Lee, M.D. Kim,

S.H. Park, H.L. Park: Solid State Commun. 1180 , 465 (2001)
25. J.P. McCa�rey , M.D. Robertson, Ph. Poole, Z.R. Wasilewski, B. Riel, R.

Williams, S. Fafard: Mat. Res. Soc. Symp. Proc. 642, J8.5.1 (2001)
26. E. Kurtz, M. Schmidt, M. Baldauf, D. Litvino v, D. Gerthsen, H. Kalt, C.

Klingshirn: Phys. Status Solidi (b) 224, 185 (2001)
27. D. Litvino v, D. Gerthsen, A. Rosenauer, H. Preis, E. Kurtz, C. Klingshirn:

Phys. Status Solidi (b) 224, 143 (2001)
28. D. Litvino v, A. Rosenauer,D. Gerthsen, H. Preis, S. Bauer, E. Kurtz: J. Appl.

Phys. 89, 4150 (2001)
29. Y.-T. Moon, D.J. Kim, K.M. Song,C.J. Choi, S.H. Han, T.Y. Seong,S.J. Park:

J. Appl. Phys., 89, 6514 (2001)
30. Z. Lilien tal-W eber, M. Benamara, J. Washburn, J.Z. Domagala, J. Bak-Misiuk,

E.L. Piner, J.C. Roberts, S.M. Bedair: J. Electron. Mater. 30, 439 (2001)
31. N.Y. Jin-Phillipp, F. Phillipp: J. Appl. Phys. 88, 710 (2000)
32. B.H. Choi, C.M. Park, S.H. Song, M.H. Son, S.W. Hwang, D. Ahn, E.K. Kim:

Appl. Phys. Lett. 78, 1403 (2001)
33. T. Baron, F. Martin, P. Mur, C. Wyon, M. Dupuy, C. Busseret, A. Soui�, G.

Guillot: Mat. Res. Soc. Symp. Proc. 571, 37 (2000)
34. F. Yun, B.J. Hinds, S. Hatatani, S. Oda, Q.X. Zhao, M. Willander: Thin Solid

Films 375, 137 (2000)
35. F.M. Ross, J. Terso�, R.M. Tromp: Phys. Rev. Lett. 80, 984 (1998)
36. F. M. Ross, R.M. Tromp, M.C. Reuter: Science286, 1931 (1999)
37. R.Leon, S.Marcenkevicius, X.Z. Liao, J. Zou, D.J.H. Cockayne, S.Fafard: Phys.

Rev. B 58, R8517 (1999)
38. J. Zuo, X.Z. Liao, D.J.H. Cockayne, R. Leon: Phys. Rev. B 59, 12279(1999)
39. X. Z. Liao, J. Zou, D.J.H. Cockayne, R. Leon, C. Lobo: Phys. Rev. Lett. 82,

5148 (1999)



30 K. Scheerschmidt and P. Werner

40. Y. Androussi, T. Benabbas, A. Levebvre: Philos. Mag. Lett. 79, 201 (1999)
41. K. Scheerschmidt, D. Conrad, H. Kirmse, R. Schneider, W. Neumann: Ultra-

microscopy 81, 289 (2000)
42. I. Daruka, A.-L. Barabasi, S.J. Zhou, T.C. Germann, P.S. Lomdahl, A.R.

Bishop: Phys. Rev. B 60, R2150 (1999)
43. A.D. Andreev, J.R. Downes, D.A. Faux, E.P. O'Reilly: J. Appl. Phys. 86, 297

(1999)
44. T. Benabbas, P. Francois, Y Androussi, A. Lefebvre: J. Appl. Phys. 80, 2763

(1996)
45. G.D. Lian, J. Yuan, L.M. Brown, G.H. Kim, D.A. Ritc hie: Appl. Phys. Lett.,

73, 49 (1998)
46. S. Rouvimov, Z. Lilien tal-W eber, W. Swider, J. Washburn, E.R. Weber, A.

Sasaki,A. Wakahara, Y. Furkawa, T. Ab e, S. Noda: J. Electron. Mater. 27, 427
(1998)

47. S. Ruvimov, P. Werner, K. Scheerschmidt, U. Richter, J. Heydenreich, U.
G•osele, N.N. Ledentsov, M. Grundmann, D. Bimberg, V.M. Ustinov, A.Y u.
Egorov, P.S. Kop'ev, Zh.I. Alferov: Phys. Rev. B 51, 14766(1995)

48. P. Werner, K. Scheerschmidt, N.D. Zacharov, R. Hillebrand, M. Grundmann,
R. Schneider: Cryst. Res. Technol. 35, 759 (2000)

49. Y. Wakayama, G. Gerth, P. Werner, U. G•osele: Appl. Phys. Lett. 77, 2328
(2000)

50. F. Heinrichsdor�, M.H. Mao, N. Kirstaedter, A. Krost, D. Bimberg, A. Koso-
gov, P. Werner: Appl. Phys. Lett. 71, 22 (1997)

51. M.V. Maximov., A.F. Tsatsulnik ov, B.V. Volovik, D.A. Bedarev, A.Y u. Egorov,
A.E. Zhukov, A.R. Kovsh, N.A. Bert, V.M. Ustinov, Zh.I. Alferov, N.N.
Ledentsov, D. Bimberg, I.P. Soshnikov, P. Werner: Appl. Phys. Lett. 75, 2347
(1999)

52. N.D. Zakharov, P. Werner, U. G•osele,R. Heitz, D. Bimberg, N.N. Ledentsov,
V.M. Ustinov: Appl. Phys. Lett. 76, 2677 (2000)

53. N.D. Zakharov, P. Werner, U. G•osele,R. Heitz, D. Bimberg, N.N. Ledentsov,
V.M. Ustinov, B.V. Volovik, Zh.I. Alferov, N.K. Polyakov, V.N. Petrov, V.A.
Egorov, G.E. Cirlin: Symposium Mat. Res. Soc. Symp. Proc., Spring Meeting
1999, in press.

54. R. Heitz, N.N. Ledentsov, D. Bimberg, A.Y u. Egorov, M.V. Maximov, V.M.
Ustinov, A.E. Zhukov, Zh.I. Alferov, G.E. Cirlin, I.P. Soshnikov, N.D. Zakharov,
P. Werner, U. G•osele:Appl. Phys. Lett. 74, 1701 (1999)

55. N.D. Zakharov, R. Sellin, M. Grundmann, D. Bimberg, P. Werner: Appl. Phys.
Lett., (2001) in press.

56. M. Grundmann, O. Stier, S. Bognar, C. Ribbat, F. Heinrichsdor�, D. Bimberg:
Phys. Status Solidi (a) 178, 255 (2000)

57. M. Califano, P. Harrison: Mat. Res. Soc. Symp. Proc. 640, J1.4.1 (2001)
58. H.T. Johnson, V. Nguyen, A.F. Bower: Mat. Res.Soc. Symp. Proc. 642, J1.9.1

(2001)
59. A. Zunger: Phys. Status Solidi (b) 224, 727 (2001)
60. P.N. Keating: Phys. Rev. 145, 637 (1966)
61. Y. Kikuc hi, H. Sugii, K. Shintani: J. Appl. Phys. 89, 1191 (2001)
62. H. Balamane, T. Halicioglu, W.A. Tiller: Phys. Rev. B 46, 2250 (1992)
63. J. Terso�: Phys. Rev. B 38, 9902 (1989)
64. J. Terso�: Phys. Rev. B 39, 5566 (1989)



TEM characterization of QD 31

65. D. Conrad, K. Scheerschmidt: Phys. Rev. B 58, 4538 (1998)
66. D.G. Pettifor, I.I. Oleinik: Phys. Rev. B 59, 8487 (1999)
67. D. Conrad, K. Scheerschmidt, U. G•osele:Appl. Phys. Lett. 77, 49 (2000)
68. CERIUS program package. Molecular Simulations Inc., San Diego.
69. H.H. Kang: Mater. Sci. Eng. B 80, 104 (2001)
70. J.W. Edington: Practical Electron Microscopy in Material Science, The

MacMillan Press, London 1977
71. K.P. Chick, M. Wilk ens, M. R•uhle: Phys. Status Solidi 23, 111 (1967)
72. D. Lepski: Phys. Status Solidi (a) 23, 543 (1974)
73. K. Scheerschmidt, U. Gleichmann: `Lattice Defect Imaging by Di�raction Con-

trast'. In: H. Bethge, J. Heydenreich (Eds.), Electron Micr oscopy in Solid State
Physics, Elsevier Materials Science Monographs 40, Amsterdam 1987, pp.289{
324.

74. A.F. Ashby, L.M. Brown: Phil. Mag. 8, 1649 (1963)
75. K.G. McIn tyre, L.M.J. Brown: Phys. Radium 27, C3 (1966)
76. C.P. Liu, P.D. Miller, W.L. Henstrom, J.M. Gibson: J. Microsc. 199, 130(2000)
77. D. Lepski: Phys. Status Solidi (a) 66, 479 (1980)
78. S. Christiansen, M. Albrecht, H. P. Strunk, H. J. Maier: Appl. Phys. Lett. 64,

3617 (1994)
79. P. A. Stadelmann: Ultramicroscopy 21, 131 (1987)
80. H. Kirmse, W. Neumann, T. Wiebach, R. K•ohler, K. Scheerschmidt, D. Conrad:

Mater. Sci. Eng. B 69, 361 (2000)
81. D. van Dyck, J. Microsc. 190, 190 (1998)
82. G. M•obus, R. Schweinfest, T. Gemming, T. Wagner, M. R•uhle: J. Microsc.

190, 109 (1998)
83. C. Kisielowski, P. Schwander, F.H. Baumann, M. Seibt, Y. Kim, A. Ourmazd:

Ultramicroscopy 58, 131 (1995)
84. P. Schwander, W.D. Rau, A. Ourmazd: J. Microsc. 190, 171 (1998)
85. J. Stenkamp, W. J•ager: Inst. Phys. Conf. Ser. 134, 15 (1993)
86. A. Ourmazd, F.H. Baumann, M. Bode, Y. Kim: Ultramicroscopy 34, 237(1990)
87. H. Seitz, M. Seibt, F.H. Baumann, K. Ahlb orn, W. Schr•oter: Phys. Status

Solidi (a) 150, 625 (1995)
88. R. Bierwolf, M. Hohenstein, F. Phillipp, O. Brandt, G.E. Crook, K. Ploog:

Ultramicroscopy 49, 273 (1993)
89. A. Rosenauer,D. Gerthsen: Adv. Imaging and Electron Phys. 107, 121 (1999)
90. D. Stenkamp, H.P. Strunk: Appl. Phys. A 62, 369 (1996)
91. M.J. Hytc h, W.M. Stobbs: Ultramicroscopy 53, 63 (1994)
92. R. Hillebrand: J. Microsc. 190, 61 (1998)
93. R. Hillebrand, H. Kirschner, P. Werner, U. G•osele:Phys. Status Solidi (b) 222,

185 (2000)
94. A. Rosenauer, U. Fischer, D. Gerthsen, A. F•orster: Ultramicroscopy 72, 121

(1998)
95. P.A. Midgley, J. Barnard, D. Cherns: `The use of electron holography for com-

position pro�ling of semiconductor heterostructures'. In: Micr oscopy of Semi-
conducting Materials 1997, Proc. of the Royal Micr osc. Soc., IOP Publishing
1997, ed. by A.G. Cullis and J.L. Hutchison, Bristol, UK, 1997, pp.75{78.

96. G. Ade: `Determination of the geometrical dimensions of quantum dots and
measurement of lattice distortions'. In: Proc. 3rd Seminar Quantitative Mi-
croscopy, Phys-Tech Bundesanstalt, Braunschweig and Berlin 1998, Germany,
pp. 82{88.



32 K. Scheerschmidt and P. Werner

97. K.H. Schmidt G. Medeiros-Ribeiro, M. Cheng, P.M. Petro�: Mater. Res. Soc.
Symp. Proc. 452, Pittsburgh 1997, pp. 275

98. C. Teichert, M.G. Lagally, L.J. Peticolas, J.C. Bean, J. Terso�: Phys. Rev. B
53, 16334 (1996)

99. C. Teichert, C. Hofer, K. Lyuto vich, M. Bauer, E. Kasper: Thin Solid Films
380, 25 (2000)

100. S. Christiansen, M. Albrecht, H.P. Strunk, H.J. Maier: Appl. Phys. Lett. 64,
3617 (1994) Comput. Mater. Sci. 7 213 (1996)

101. M. Goryll, L. Vescan,K. Schmidt, S. Mesters, H. Lth, K. Szot: Appl. Phys.
Lett. 71, 410 (1997)

102. C.-P. Liu, P.D. Miller, W.L. Nenstrom, J.M. Gibson: J. Microsc. 199, 130
(2000)

103. R. Schneider, H. Kirmse, W. Neumann, F. Heinrichsdor�, D. Bimberg: Inst.
Phys. Conf. Ser. 164, 31 (1999)

104. H. Eisele, O. Flebbe, T. Kalk a, C. Preinesberger, F. Heinrichsdor�, A. Krost,
D. Bimberg, M. Daehne-Prietsch: Appl. Phys. Lett. 75, 106 (1999)

105. J. Terso�, Ch. Teichert, M.G. Lagalli: Phys. Rev. Lett. 76, 1675 (1996)
106. G. Springholz, M. Pinczolits, P. Mayer, V. Holy, G. Bauer, H.H. Kang: Phys.

Rev. Lett. 84, 4669 (2000)
107. V. Holy, G. Springholz, M. Pinczolits, G. Bauer: Phys. Rev. Lett. 83, 356

(1999)
108. O.G. Schmidt, O. Kienzle, Y. Hao, K. Eberl, F. Ernst: Appl. Phys. Lett. 73,

659 (1998)
109. O.G. Schmidt, O. Kienzle, Y. Hao, K. Eberl, F. Ernst: Appl. Phys. Lett. 74,

1272 (1999)
110. G. Abstreiter, P. Schittenhelm, C. Engel, E. Silveira, A. Zrenner, D. Meertens,

W. J•ager: Semicond. Sci. Technol. 11, 1521 (1996)
111. G.E. Cirlin, V.G. Dubrovskii, V.N. Petrov, N.K. Polyakov, N.P. Korneeva,

V.N. Demidov, A.O. Golubok, S.A. Masalov, D.V. Kuro chkin, O.M. Gorbenko,
N.I. Komyak, V.M. Ustinov, A.Y u. Egorov, A.R. Kovsh, M.V. Maximov, A.F.
Tsatsul'nik ov, B.V. Volovik, A.E. Zhukov, P.S. Kop'ev, Zh.I. Alferov, N.N.
Ledentsov, M. Grundmann, D. Bimberg: Semicond. Scienceand Technol. 13,
1262 (1998)


