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Quantitative phase mapping in transmission electron microscopy is applied to image the three-

dimensional (3D) morphology of (Si,Ge) islands grown on Si substrates. The phase shift of the

transmitted electrons induced by the crystal inner potential was recorded by using off-axis electron

holography. The analysis of the experimental data requires the knowledge of the mean inner potential

(MIP) of the (Si,Ge) solid solution. The MIP was calculated using different models of isolated or bonded

atoms, which are based on the interpolation of first principle data. The results are compared with

structure modeling and related MIP calculations applying classical molecular dynamics (MD) simula-

tions. For MD simulations bond order potentials were applied, which can take into consideration both

electronic effects and elastic relaxations. The calculated mean inner potential is used to transform the

phase shifts into thickness mapping for the reconstruction of the 3D island morphology. Both, phase

shift due to dynamical electron diffraction and structural relaxation influence the resulting 3D

reconstruction.

& 2012 Elsevier B.V. All rights reserved.
1. Introduction

Transmission electron microscopy (TEM) provides powerful
tools to investigate nanostructures in solids. The composition,
shape and strain state of nanostructures can be locally evaluated
at an atomic level of resolution by means of TEM techniques. The
reduced dimension of nanostructures has a strong influence on
the confinement of electrons and determines the physical proper-
ties (see, e.g., [1] for a recent overview with respect to this topic).
Conventional electron microscopy, however, can only record the
amplitude (intensity) of the electron wave at the exit face of a
sample, while a lot of useful information is missed, which is
stored in the unrecorded phase of electrons. Electron holography,
however, provides both the information from the amplitude and
phase of the exit electron wave [2,3]. This enables to get addi-
tional information, and in the case of studying nanostructures, the
influences of shape and strain to the scattered electrons can be
separated.
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The phase shift of electron waves transmitting samples will
be modified by the crystal inner potential. By electron optical
arguments, e.g. the phase grating approximation or the Wentzel–
Kramers–Brillouin (WKB) method to solve the wave equation, the
phase shift Df(x,y) of a transmitted electron wave at the exit
plane (x,y) of a crystal with respect to those of the vacuum is
proportional to a certain projection of the Coulomb potential
[4–7]. For medium-resolution electron holography, according to
the above mentioned approximations, the phase shift Df at the
exit plane can be written as:

Dfðx,yÞ ¼ CEVotðx,yÞ ð1Þ

Here, CE is the interaction constant between fast electrons and
matter (e.g., CE ¼0.00729 V�1 nm�1 at 200 kV), V0 is the mean
inner potential (MIP in V), and t(x,y) is the locally varying sample
thickness.

Applying the simple relation for the phase shift Eq. (1), the MIP
may be determined, e.g., from the gradient of the phase shift at
wedge shaped samples [6,7]. On the other hand, if V0 is known,
the 2D map Df(x, y) of the shift of the wave phase can be
transformed into a thickness map t(x, y) for surface morphology
reconstruction.

However, one should be aware of the following problems: The
mean inner potential V0 is not well defined, as already discussed
by Max von Laue [8], which nowadays is considered in different
context as, e.g., failure of Bethe approximation or vanishing Vo for
infinite crystals only [9–11]. One has to keep in mind that the
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phase shift is not only proportional to the mean inner potential, it
is also modified by defects, strain, composition changes, shape,
and surface structure. The structural details influence the scatter-
ing behavior and create an exit wave, reflecting, in principle, all
structural properties, which may be described sufficiently only
using the full dynamical scattering theory. This means, the simple
phase grating approximation of Eq. (1) is only valid if no diffrac-
tion contrast occurs and no magnetic fields exist. They has to be
replaced by a solution of the Schrödinger equation of a realistic
structure model or even at higher level, e.g., modeling structure
and MIP using the Hartree–Fock approximation or the density
functional theory (DFT) and including inelastic and multiple
scattering effects etc. [11–18]. That is why the model of scattering
itself also influences Vo. The often used simple model of non-
binding approximation, also denoted as model of isolated atoms
(see e.g. [3]), has to be replaced by evaluating the charge density.
However, as will be shown, valuable MIP can be developed using
suitable interaction potentials and classical molecular dynamics
(MD) as, e.g., in [19], where the bond order potential is extended
to fourth order approximation to include suitable s- and p-bond
interactions [20], which has the advantage to mimic the electro-
nic terms and generate suitable structural models [21].

This paper illustrates the possibilities and limitations of the
analysis of shape and morphology of (Si,Ge) islands by means of
off-axis electron holography. The experimental details of crystal
growth of (Si,Ge) islands, TEM investigations and off-axis electron
holography are described in Section 2. The results of TEM and
STEM investigations for the shape analysis are discussed in
Section 3.1. The interpretation of the off-axis electron holography
data using the phase grating approximation according to Eq. (1)
provides the shape of the islands to a reasonable approximation
(Section 3.2). Improvements of shape analysis using DFT and MD
for simulation of the MIP of relaxed island structures are
discussed critically in Section 4. Further possibilities for structure
refinement of the described shape analysis, i.e., consideration of
dynamical scattering effects and the influence of strain to MIP are
outlined in Section 5.
2. Experimental details

Free standing (Si,Ge) islands were grown on (001) oriented
Silicon substrates by liquid phase epitaxy (LPE) using Bismuth as
solvent. The islands were grown at 600 1C close to the thermo-
dynamical equilibrium, i.e., with a very low growth driving
force. A detailed description of the growth process was given
in [22]. Two samples with different dissolved Germanium mass
(A: 0.207 g and B: 0.25 g) and different cooling rate (from 6001 to
5901, A: 0.25 K/min and B: 0.5 K/min) were prepared and inves-
tigated in this work.

Plan-view samples were prepared for TEM investigations as
follows. In order to preserve the original morphology and struc-
ture of the (Si,Ge) islands, the thinning procedures were always
carried out from the back side of the Si substrate. First, the
samples were mechanically pre-thinned to a thickness of about
80 mm, followed by cutting discs (diameter �3 mm) out of the
wafer and dimpling to approximately 30 mm thicknesses. Finally,
the ion milling (Arþ) thinning with milling angle 5–101 was
carried out until the thickness was down to transparency of the
samples for electrons.

TEM investigations were performed on a JEOL JEM-2200FS
field emission transmission electron microscope operated at an
accelerating voltage of 200 kV. A Gatan 794 slow-scan charge-
coupled device (CCD) camera (1024�1024 pixels) was used for
digital recording. In addition, a JEOL high angle annular dark field
detector was applied to acquire the STEM-HAADF images.
For off-axis electron holographic experiments, a thin platinum
wire of 0.6 mm diameter and of 5 mm length was used as
electrostatic biprism. The biprism was mounted in an individual
retractable holder close to the first image plane, and can be
moved in two horizontal directions (x:71.5 mm, y:71.0 mm)
plus an 1801 in-plane rotation. Under such construction, the
biprism will be easily aligned parallel to the interface between
the vacuum (reference wave) and the specific region of the
sample (object wave).

In order to get large area phase mappings the electron
holograms were recorded in Lorentz mode, which means the
normal objective lens was switched off and the focusing function
was replaced by an objective mini lens below the lower pole piece
of the normal objective lens. The applied biprism voltage was set
in the range of 70–80 V leading to an overlapping width of
interference fringes from 2.5 mm to 3 mm. Therefore, a large area
phase mapping up to half of the overlapping region can be
achieved.

The amplitude and phase information of the electron exit wave
were extracted from the recorded electron holograms by using
digital Fourier transform and side band filtering [23]. During the
phase reconstruction, reference holograms imaged in the vacuum
region were applied to compensate the geometric distortions
caused by the imaging and recording system. Further image
processing was performed by the Gwyddion package [24]. The
contributions of the wedged Si substrate to the total phase
Df(x,y) shift was calculated with a polynomial fit of the phase
image and subsequently removed as background. Then, following
Eq. (1), the sample thickness t(x,y) is given by

tðx,yÞ ¼
Dfðx,yÞ

CEV0
, ð2Þ

if the mean inner potential Vo of the crystal is known. Applying
Eq. (2), the 2D map of the exit wave phase shift can be
transformed into a thickness map (cf. Sections 3.2 and 3.3).
Besides the holographic phase mapping (cf. Section 3.1 and
Fig. 1), the morphology and the structure of the (Si,Ge) islands
were also examined by conventional TEM (CTEM), electron
diffraction and high-angle annular dark field scanning transmis-
sion electron microscopy (HAADF-STEM).
3. Results of TEM and off-axis electron holography

3.1. CTEM and HAAD-STEM studies of morphology and structure

Fig. 1a shows a plan-view [001] zone-axis bright field image of
typical (Si,Ge) nanostructures (Sample A). Arrays of (Si,Ge) islands
deposited on the Si substrate are clearly visible. The projection of
the islands shows a quadratic base shape with a narrow size
distribution. The average base width was determined to about
130 nm. Each of the islands exhibits a complex diffraction con-
trast due to thickness variation across the island. The inserted
electron diffraction pattern in Fig. 1a clearly reveals that the
(Si,Ge) islands have a good epitaxial orientation with the Si
substrate, since only one set of diffraction spots is visible.
Comparing the electron diffraction pattern with the bright field
(BF) image, the four basal edges are determined to be parallel to
the /110S directions of the Si substrate, while the vertical
growth direction of the islands is determined along the [001]
direction.

In the HAADF-STEM image of Fig. 1b, the (Si,Ge) islands show
brighter contrast versus the substrate due to the larger thickness
contributing to the scattering process. The Fourier transformed
spectrum of the STEM image (inserted in the lower left of Fig. 1b)
contains several discrete spots, revealing that the islands are



Fig. 1. (Si,Ge) islands grown on a (001) oriented Si substrate: (a) and (c) BF-TEM images in [001] zone axis orientation of sample A and B, respectively. Inserted are the

corresponding SAED patterns. (b) and (d) HAADF-STEM images of sample A and B, respectively. The Fourier transformed spectrum, i.e. the optical diffraction of the STEM

images, is inserted in the bottom left of each image. Intensity line profiles across an individual (Si,Ge) island as indicated in the images are inserted in the top right.

Fig. 2. (a) Electron hologram of (Si,Ge) islands on a (001) Si substrate (sample A). Insert: an individual enlarged island, (b) reconstructed amplitude image

and (c) unwrapped phase image.
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arranged almost like a two-dimensional lattice consisting of
them. Such self-organized ordered structure indicates that the
island growth occurs via the coherent strain-free Stranski-Kras-
tanow growth mode [25]. During the early growth stages, surface
ripples are developed due to the elastic stress relaxation. The
ripples have a defined wavelength and form a two-dimensional
pattern aligned along the in-plane /100S directions. Subse-
quently the ripples transform into pseudomorphic islands during
the further growth process. The islands proceed to grow in
vertical direction with fixed island width to form an ordered
island structure, which has been proved by the BF- and STEM
images. An individual island and the corresponding HAADF-STEM
cross-section intensity profile along [110] direction is inserted at
the upper right of Fig. 1b. The intensity increases linearly from the
edge to the center region and ends with a relative flat top. This
indicates that the islands might have a truncated pyramidal
shape. However, we do not get any quantitative thickness
information from the BF- and HAADF-STEM images. The [001]
zone-axis BF-TEM and the HAADF-STEM image of sample B are
shown in Fig. 1c and d, respectively. The (Si,Ge) islands show a
similar morphology like those in sample A, except the average
basal width now is increased to about 350 nm.

It has been found that the basal width o in such (Si,Ge)
LPE-grown islands is limited solely by the misfit energy and
scales therefore only with the Ge concentration x, that means,
it does not depend on the growth velocity and the growth
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temperature [25]. Thus, the concentration of Germanium x in
Si1�xGex islands can be evaluated from the empirical relationship
oE18.62� x�2.01 of [26]. For sample A with the average basal
width o¼130 nm, the concentration of Germanium is evaluated
to about xE0.38. For sample B, which has a larger average basal
width o¼350 nm, the concentration of Germanium drops down
to xE0.23.
3.2. Electron holographic phase mapping

In order to get a quantitative thickness mapping of the (Si,Ge)
nanostructures, 2D maps of electron phase shifts were recorded
by electron holography as described in Section 2. Fig. 2a, b and c
show the electron hologram, the reconstructed amplitude, and
the unwrapped phase images of sample A, respectively. The
electron hologram was imaged under weak diffraction conditions
by tilting the sample several degrees away from [001] zone axis.
From the electron hologram in Fig. 2a it can be seen that several
tens of the islands are covered by the fine biprism fringes, the
vacuum area at the bottom of the image was used for the
transmission of the reference wave. A selected region of the
hologram (outlined by the white frame) was magnified and
inserted at the upper left of Fig. 2a. The brightness of the inserted
image has been slightly adjusted for a better visualization of the
fringes. From the enlarged hologram it can be clearly seen that the
fringes are strongly distorted across the island, which indicates
the large phase shift of the electrons due to the thickness
variation across the island. The reconstructed amplitude image
Fig. 2b is comparable with Fig. 1a, it looks like a conventional
BF-TEM image with less of the special features, but more noisy.
The corresponding unwrapped phase image is presented in
Fig. 2c. The bright contrast of the (Si,Ge) islands again reveals
the large phase difference between the islands and the substrate
due to the different thickness.

For a better visualization of the phase shift within the (Si,Ge)
islands, a part of the phase image Fig. 2c were further amplified
and displayed in Fig. 3a. The phase spacing between the two
neighbored black or white lines is approximately 0.2p. Each of the
islands contains a set of high density square-shaped contour lines
which is simultaneously scaled from the edge to the center
region. Close to the center, the density of the contour lines
decreases. A line profile of unwrapped phase across a single
island is plotted in Fig. 3b. Considering the linear relationship
between the phase shift and the sample thickness (Eq. 1), both
Fig. 3a and b clearly indicates that the height of the islands
linearly increases from the edges and ends with a relative flat top.
This is consistent with the HAADF-STEM results. However, the
phase shift of electrons here provides more quantitative data
Fig. 3. Amplified phase image of (Si,Ge) islands on (001) oriented Si substrate (sample A

crystal wedge is indicated by the diagonal bright and dark background contrast correspo

island as indicated in (a).
about the height of the islands. Compared with the (Si,Ge) islands,
the contiguous Si substrate in Fig. 3a exhibits a non-ordered
pattern and indicates a relative small variation of local thickness
by means of the bright to dark background change diagonally
from lower left to upper right corner. Only at a much larger scale
of about 200 nm and enlarging the phase scale, a phase shift of
about 0.2p is visible, which is due to the wedge-shaped substrate.
Both, the wedge-shaped sample and the tilt of the object to get
the special imaging conditions as discussed in detail later inter-
preting the results, influence the holographic phases. As pointed
out by Lehmann [27] the phase shifts due to wedge and tilt may
be corrected by back-propagating the phase, however, the effects
are relevant only for high-resolution imaging conditions. Here,
the resulting phase shifts are less than a few percent of the shape
and strain effects as can be seen comparing the phases on
different positions outside the islands. The strain of the islands
in the BF of Fig. 1a influences the thickness-bend contour locally,
whereas only small contrast changes in greater areas demonstrate
the flat phases. Thus all effects are corrected by background
interpolation in the present work.

The electron hologram, the reconstructed amplitude, the raw
phase as well as the unwrapped phase images of four islands of
sample B are presented in Fig. 4a-d, respectively. Several contour
lines with a phase spacing of 2p can be directly seen in the raw
phase image, as shown in Fig. 4c and indicates a huge phase shift.
The line profiles extracted from the corresponding amplitude and
phase image of an individual island from Fig. 4 are compared in
Fig. 5. An indication for the cross-section of the island parallel to
the growth direction could be recognized from the phase profile.
Contrary to that, the amplitude looks noisy and drops much faster
very close to the edge. It does not show the shape, but an
indication of the lattice deformations as will be discussed later
in Section 4.
4. Discussion: interpretation of the phase maps by calculating
the mean inner crystal potential

To avoid the problems in the definition of the mean inner
crystal potential (MIP) as mentioned in the introduction, the
analysis should be restricted solely to finite crystals as used in
TEM. The MIP can then be defined as the volume average of the
Coulomb potential of the crystal. When neglecting the surface
effect, the MIP equals to the mean potential within a unit cell.
However, ignoring surface effects yield to ambiguities mentioned
with infinite periodic structures and do not give a relation
between atomic form factors, electron densities, and the scatter-
ing potential [8–12].
). The corresponding black–white phase spacing is 0.2 p by enlargement, thus the

nding to 0.2p phase shift. (b) Unwrapped phase profile across the individual (Si,Ge)



Fig. 4. Holographic electron wave reconstruction of (Si,Ge) islands grown on (001) orientated Si substrate (sample B): (a) electron hologram, (b) reconstructed amplitude,

(c) raw phase (phase spacing: 2p) and (d) unwrapped phase image.

Fig. 5. Amplitude and phase profile across an individual (Si,Ge) island of sample B.
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The simplest consideration is the model of isolated atoms [3]
which is equivalent to the assumption that the optical potential of
a crystal may be approximated by a sum of the contributions of
the individual atoms. This means, the bonding between the atoms
in a real crystal, charge exchange, and electron interaction effects
are neglected. So the crystal potential can be considered as a
superposition of the individual atomic potentials. The atomic
potential for most of the elements has been calculated with ab
initio computations, e.g., in [6,10–18]. In the applications of TEM,
the atomic potential is normally expressed in the form of electron
atomic form factors which are equivalent to the Fourier coeffi-
cients in an infinite periodic crystal [9,11–14]:

f ðkÞ � Vk ¼�
1

O

Z
VðrÞe�2pik�rd3r ð3Þ

This is based on the fact that in the first Born approximation the
scattering wave is proportional to the scattering potential, O is
the volume of a unit cell, k can be replaced by the scattering
vector. The average V0 ¼�1=O

R
VðrÞd3r gives the MIP yielding:

V0 ¼�
2p_2

meO

X
j

Fð0Þ ¼�
2p_2

meO

X
j

f jð0Þ ð4Þ
in the isolated atom model, with e the electron charge, m the
electron mass, : the reduced Planck constant (giving the MIP
in the unit of Volt V instead of eV), F(0) the structure factor
in forward direction, and fj(0) the corresponding atomic form
factors of the j-th atom. (Si,Ge) crystallizes in the diamond

structure with space group Fd3m having 8 atoms in the unit cell.
Thus the structure factor of Si1-xGex as a function of the Ge

concentration x reads
P

j

f jð0Þ ¼ 8� f Sið0Þð1�xÞþ f Geð0Þx
� �

. With

the electron atomic form factor from Doyle and Turner [13]
using relativistic Hartree–Fock atomic wave functions one gets
fSi(0)¼5.828 Å and fGe(0)¼7.378 Å. Including corrections for the
lattice constant of the (Si,Ge) alloy the unit cell volume O¼a3

yield to a slight non-linear fit. Together with Vo resulting from
different other models, the resulting MIP of Si1�xGex for this
approximation is plotted in Fig. 6 as ‘‘SCFfit’’. As discussed in the
following, all the MIP shown in Fig. 6 for comparison with the
‘‘SCFfit’’, are calculated for interpolated electron densities or
applying MD simulations with the BOP and including structure
relaxations.

Compared with neutral isolated atoms, the electron density
and electrostatic potential distribution of atoms in a real
crystal will be changed due to the bonding between atoms.
The changes are greater in the shell part of the atoms and less
in the core region. As first pointed out by Bethe, the MIP is
sensitive to such redistributions of electrons, cf. [8–12,18]. In
order to get accurate MIP-values, the electrostatic potential
distributions in the crystal should be recalculated, which
generally can be performed by calculating the electronic
structure of crystals with first principle methods, e.g., using
the density functional theory (DFT). The calculated ground
state electron density r(r) can be transformed into electro
static potential distributions via Poisson equation. In terms of the
electron density the MIP reads:

V0 ¼�
1

Ocrystal

ZZ rðrÞ
9r�r09

d3r0d3r ð5Þ

However, a higher effort in evaluating the full electron density
r(r) at the first principle level is necessary and the already
mentioned surface charge problem of finite crystals needs reason-
able atomic models or approximations, cf., e.g., [6,10–12,16].



Fig. 6. Calculated mean inner potential (MIP: Vo in V) of Si1�xGex as function of the Ge concentration x for different scattering models: ‘‘SCFfit’’¼ isolated

atom approximation; ‘‘DFTfit’’¼ linear fitted DFT data; ‘‘non-relaxed/relaxed/13/41’’¼scan of the total energies from MD simulations with BOP and small-

(13�13�13) or large-(41�41�41) vacuum super cells. The relaxed structures are simulated by annealing up to 400 K and assuming different conditions denoted

with ‘‘i-xii’’, for details see text.
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The higher effort results from both the shell and the core
contributions of the atoms in a full electron calculation. Further-
more, the MIP of a crystal has to be referred to a reference zero
potential point infinite away from the crystal. In order to get such
a zero potential point, a large super cell containing both a few
crystal layers and a vacuum layer should be included during the
calculation. Obviously, when the structure itself already needs a
large super cell as for an alloy, the calculation becomes very
complex. A simple method may be to reduce the effort: the
MIP of Si1�xGex is estimated by a linear fitting of the MIP of
perfect crystals which are calculated at the DFT level. Using
the data of Kruse and Schowalter [6] one gets for Si 12.57 V
and for Ge 14.67 V. Compared with the isolated atom model,
the fitted value should be more realistic, since bonding effects
are considered partially. The fitted data are plotted in Fig. 6
as‘‘DFTfit’’. Compared to the data calculated with the isolated
atom model denoted as ‘‘SCFfit’’, the fitted data are about 6%–
9.8% smaller over the full range of Ge content. The MIP for
sample A with a Ge concentration x¼0.23 and B with x¼0.38
results in Vo¼13.05 V and Vo¼13.37 V, respectively. These
values are used both for the interpretation of the experimental
results and as reference data in comparison to the other
MIP-models.

Molecular dynamics (MD) using a bond order potential (BOP,
cf. [19–21] and references therein for development and applica-
tion of a 4-th order approximation) provides a possibility to
model both, the relaxation of nanostructures (with subsequent
simulation of the exit wave phase, see below), and an alternative
way to the evaluation of Vo by scanning the BOP itself. The latter
is possible due the analytic approximation of a tight-binding
potential, resulting in a force field like bond order potential. Here,
a lot of different angular terms are included, which mimic the
s- and p- electronic bonds in addition to a repulsive part and a
promotion term of the potential. In Fig. 6 different results to
calculate Vo as function of the Ge concentration are shown to
compare BOP based MD with the above discussed ‘‘SCFfit’’ and
‘‘DFTfit’’. The BOP data are extracted by scanning half filled super
cells (SC) of (Si,Ge) with different Ge concentrations [21] created
from 13�13�13 or 41�41�41 unit cells, which corresponds
to 7 nm and 23 nm box lengths, respectively. The 7 nm SC
containing 10478 atoms will be denoted small SC (sSC), the
23 nm SC with 312666 atoms as extended (eSC). The Ge concen-
tration x is varied randomly exchanging Si by Ge with the ratio x.
The scans of the total energies include all attraction terms, i.e.
s-, p-bonds, promotion energy, and negative repulsive energy of
the bond order potential for non-relaxed and relaxed structures,
respectively.

The curves in Fig. 6 denoted by ‘‘non-relaxed13’’ and ‘‘non-
relaxed41’’ are the result of scanning the total BOP energy for
non-relaxed structures, i.e., only Si is randomly exchanged by Ge
as described above for the sSC and eSC, respectively, and the
atomic distances are those of Si. The other curves show calculated
mean inner potentials of (Si,Ge) as function of the Ge concentra-
tion x after different MD-BOP structure relaxations. The static
relaxation includes 30 steps gradient minimization of the struc-
tures and 2,000 steps of 0.5 fs MD run at 0 K. A full MD relaxation
is like an annealing process using several 10,000 steps of 0.5 fs
MD for a temperature regime from 0 K to 400 K and back to
0 K; all after a static pre-relaxation. During the relaxation
either NpT or NVE control, i.e., constant pressure or constant
volume conditions are applied. The MIP is determined again
scanning the BOP total energy from the static relaxed struc-
tures, from snapshots at 400 K, which corresponds to one
selected dynamics or from the final structure after the full
annealing regime. The different conditions assumed for the MD
structure relaxations and included in the Fig. 6 by the dots
denoted with ‘‘i–xii’’, ‘‘relaxed13NpT’’, and ‘‘relaxed41NpT’’ are
in detail as follows:
(1)
 Static relaxation: ‘‘i’’¼sSC, NVE, ‘‘ii’’¼sSC, NpT, ‘‘iii’’¼eSC,
NpT, ‘‘iv’’¼eSC, NVE.
The static energy minimizations at 0 K show nearly the same
behavior as the non-relaxed structures (cf. above). Both yield
MIP similar to the SCFfit and the DFTfit, i.e., a nearly linear
function of the Ge content. The shift of the curves is due to the
remaining strain and the different normalization of the BOP
bond energy. The slight curvature applying static minimiza-
tion is due to the box lengths adaption different for NVE and
NpT conditions, but similar to those discussed above for the
‘‘SCFfit’’.



Fig. 7. Molecular dynamics simulations with the bond order potential and calculated exit waves for a {110}-(Si,Ge)-pyramid, free-standing on (001)-Si with a mono-

atomic Ge-wetting layer: (a) super cell of 23 nm box length in perspective and [100] view after relaxation via annealing at 400 K under NpT conditions. (b) [001] view

showing the lattice deformations. (c) Multi-slice simulation of modulus and phase of the 200 keV exit wave of the relaxed model after tilting to [�1, 12, 120] zone axis,

(d) multi-slice simulation of the dynamical phase of the cero beam in Si as function of the sample thickness: A¼[001] zone axis. B¼near [�1, 12, 120] zone axis. C¼near

[1,3,30] zone axis. D¼Phase grating approximation, for details see text.
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(2)
 Final structures (0 K–400 K–0 K) with full NpT-relaxation
for sSC and eSC denoted ‘‘relaxed13NpT’’ and ‘‘relaxed41NpT’’,
respectively, and related parameter variations:
‘‘v’’¼ eSC, NVE, ‘‘vi’’¼ sSC, NVE, ‘‘xi’’¼ sSC, NpT, weak
p-control, ‘‘xii’’¼ sSC, NpT, weak T-control.
(3)
 Selected dynamics at 400 K: ‘‘vii’’¼eSC, NVE, ‘‘viii’’¼eSC, NpT,
‘‘ix’’¼sSC, NVE, ‘‘x’’¼sSC, NpT.
The results for the relaxations at higher temperatures are
illustrated by the dots in Fig. 6 which are not connected by lines.
All dotted curves show nearly the same behavior, however,
completely different than the curves discussed beforehand. The
better relaxation for some hundred K yield to a non-linearity of
the MIP as a function of the Ge concentration x which is, however,
nearly independent from the special conditions as large or small
SC, NpT or NVE, fully relaxed or at selected dynamics. The variety
of the dots is related to the remaining residual strains in the
relaxed structures due to the temperature or pressure rescaling
conditions and the MD statistics. The average of the dots demon-
strates the influence of strain and strain relaxation to the MIP.

Applying the MD with the bond order potential as mentioned
above to a model of the free-standing (Si,Ge) island itself ({110}-
pyramid on (001)-Si) enables the structural relaxation and a subse-
quent simulation of the exit wave function from the relaxed model.
Fig. 7 shows one of the simulations, a relaxed pyramidal [110]-
oriented island model in different views within a super cell of 23 nm
to guarantee sufficient extension for MD-relaxation and subsequent
multi-slice wave simulation. Fig. 7a gives a perspective view and the
[100] orientation of the relaxed free standing uncapped island with
50% Ge in Si separated by a mono-atomic wetting layer from the Si
substrate. A detailed discussion of all simulations or even, if possible,
an image matching, will be published elsewhere. The relaxation was
performed using NpT conditions and annealing up and down from
0 K to 800 K in 100 K step with 1,000 cycles of 0.5 fs. Fig. 7b is a [001]
view demonstrating the remaining strains or—after relaxation—

better the lattice deformations due to the misfit at the interface.
The model is divided in mono-atomic thin slices with the surface
normal to [001] and the exit wave is calculated using multi-slice
simulations [28]. Fig. 7c shows the result, the amplitude and
phase of the scattered exit wave simulated with multi-slice at
200 keV incident beam energy for the model (a) after tilting the
super cell to [�1, 12, 120] zone axis (as in experiment for special
two beam incidence with high composition sensitivity). The
phase profile clearly reveals the shape of the island with respect
to the MIP and its extension as assumed in the model. The
amplitude profile shows an oscillating behavior indicating the
remaining strain as seen in Fig. 7b. Both, the amplitude and the
phase may be compared with the experimental reconstructions of
Figs. 2–4, the profiles especially with Fig. 5.

In addition, dynamical phase shifts of the transmitted beam
as a function of the sample thickness for Si crystals were
simulated with the multi-slice method (JEMS package [29])
using 200 keV incident beam energy, and atomic form factors
according to the isolated atomic model, i.e., a MIP for Si of
13.91 V (cf. assumption ‘‘SCFfit’’ of Fig. 6). Fig. 7d shows the
phase profiles for thicknesses up to 130 nm and different crystal-
lographic orientations, denoted by A-D. The results for Si and
(Si,Ge) are very similar and demonstrate the good linearity for
the special image conditions chosen here. Curve A shows the
simulated phase of the (000) beam in Si [001] zone axis



Fig. 8. Reconstructed 3D shape and morphology of (Si,Ge) islands grown on (001) oriented Si substrate according to the transformed phase maps using the DFT based MIP

Vo: (a) sample A and (b) sample B.
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orientation, the phase exhibits a slight oscillating behavior. This
leads to a large phase difference compared with the phase shift
according Eq.(1). Contrary to that, the simulated phases of the
000 beam in the weak diffraction conditions (B–D) are similar to
the experiments for sample A and B and show a good linear
relationship between phase and sample thickness (The para-
meter are in detail: (B) (�1.68, 22.14, 0) center of Laue zone,
close to [�1, 12, 120] zone axis. (C) (6.39, 21.06, 0) center of Laue
zone, close to [1,3,30] zone axis. (D) phase shift according to the
phase grating approximation Eq. 1). This indicates that under weak
dynamical diffraction conditions, the relationship between phase
and thickness according to Eq. (1) can be well satisfied.

Finally, with the fitted data of MIP, and the knowledge of the
lateral extension of the QD from the amplitude contrast, the 2D
phase mapping is transformed into the 3D images of Fig. 8 by
using of Eq. (3). The resulting 3D morphology of the (Si,Ge)
islands of sample A is shown in Fig. 8a. The islands have a
truncated pyramidal shape with heights between 60 nm and
70 nm. The 3D geometry of sample B is shown in Fig. 8b. The
island again shows a truncated pyramidal shape. It can be seen
that with the increasing lateral size of the islands to 350 nm,
the island height is also increased to approximately 130 nm. It
would be of great interest to clarify in future the details of the
morphology, whether they are revealing really surface details, or
diffusion and strain gradients according to the dependencies of MIP
as demonstrated in Fig. 6. In addition, the question has to be solved,
whether the MD-corrected MIP enables also phase corrections.
5. Conclusion

The electron holographic exit wave reconstruction enables the
quantitative determination of shape and morphology of nano-
structures and, in principle, to separate it from stoichiometry and
strain, using the additional information given by the phase of
the scattered wave. However, the phase grating approximation
Eq. (1) is only valid for kinematical diffraction conditions. For
thicker crystals, dynamical diffraction effects cannot be
avoided. Though the samples investigated in this work have
been tilted away from [001] zone axis into week diffraction
conditions, the dynamical diffraction effects influence the
phase of transmitted beam and thus the resulting thickness
map according Eq. (2). To get a more quantitative analysis, in
addition, a good model is necessary to simulate the mean inner
potential. The comparison of the isolated atom model, DFT,
and molecular dynamics simulations applying a bond order
potential demonstrate the modification of the mean inner
potential by the full electron density and lattice deformations.
Therefore, the complete analysis of the morphology and struc-
ture of the islands has to be made by trial and error image
matching including the full simulation of a structure model, the
electron density and the dynamical scattering process. Further-
more, it should be proved how the influence of strain to the MIP
can be included in forthcoming investigations.
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